Convective Heat Transfer between Liquid Argon Flows and Heated Carbon Nanotube Arrays using Molecular Dynamics
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ABSTRACT

This paper presents the molecular dynamics simulations of unconfined forced convective flow through the nanostructures at steady state condition. A better understanding of forced convective flow through the nanostructures is important because of its wide range of applications in nano-scale devices. Present work focuses on the heat transfer process of argon flow over a carbon nanotube and carbon nanotube arrays with constant surface temperature using molecular dynamics simulations. We consider two elementary configurations for the case of carbon nanotube arrays based on the unit cell structure. The simulation domain consists of fixed carbon nanotubes surrounded with the flowing argon atoms. An extensive study of momentum and thermal transport between carbon nanotube and surrounded argon atoms are analyzed from its microscopic state. The heat transfer coefficient is found in the order of $10^8 \text{W/m}^2\text{K}$. The method proposed in this paper can be an elementary step for the geometry calculation of nano-structured heat sink in the high heat flux electronic chips.
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1. INTRODUCTION

The amount of heat produced from the micro-electronic equipment has a steep upward jump in the past few years. Modern electronic devices are encountered with a heat flux in the range of 50 MW/m² or even higher and the nanometer-sized transistors (Karayiannis and Mahmoud, 2017). As a result, heat management of these devices becomes a great challenge to the researchers. This problem was first identified by Tuckerman and Pease (Tuckerman and Pease, 1981) in 1981 by providing a microchannel heat sink, as an integral part of the electronic equipment. Boiling (Incropera, 2007) can be considered as the most efficient heat transfer method in various cooling devices and energy conversion systems. Boiling allows high heat flux at low wall superheat. In recent years, researchers have tried to increase the critical heat flux (CHF) of the boiling system, and also to develop efficient heat-transfer fluids. Because of the superior thermal and electrical properties researchers are attracted with nano-fluids as a coolant which are the suspension of nanometersized solid particles. An enhancement in critical heat flux occurs during the nano-fluid boiling process (You, Kim and Kim, 2003). But the actual reason for the CHF enhancement is due to the formation of nano-particle deposition on the heated surface. So it has been concluded that instead of boiling by nano-fluid, it is better to coat the surface with nano-particles for the enhancement of CHF (Barber, Brutin and Tadrist, 2011). Because of the exceptionally higher thermal conductivity, the carbon nanotube (CNT) has attracted great interest on nano-fin applications (Berber, Kwon and Tománek, 2000).

The heat energy in a carbon nanotube is transported by the propagating strong lattice vibrations and intrinsic properties of the strong sp² lattices (Balandin, 2011). The structure of CNT is similar to the graphene sheet but as compared to them CNT shows different quantization for phonon modes and larger curvature. The heat transfer mechanism in a single wall CNT is categorized into three different regimes named as ballistic, diffusive and transition regimes (Ho, Chen, Wen, Yang, and Lee, 2016). In ballistic regime, the nanotube length is smaller than the mean-free path length. So the thermal resistance due to the phonon-boundary scattering dominates over phonon-phonon scattering. If the carbon nanotube length is more than the diffusion length, the heat is transported mainly by diffusion mechanism.
and the phonon-boundary scattering is negligible as compared with phonon-phonon scattering. In the transition regime, the length of the carbon nanotube is lies between mean free path and diffusion length so both the mode of scatterings are significant in this regime. From experiments, the mean free path length of single wall CNT at room temperature is reported as 500-750 nm (Kim, Shi, Majumdar and McEuen, 2001; Yu, Shi, Yao, Li and Majumdar, 2005). The non-equilibrium molecular simulation shows the dependence of phonon frequency on the mean free path length of CNT. At room temperature, the mean free path length becomes more than 10 µm for low-frequency phonons of below 0.5 THz (Sääskilahti, Oksanen, Volz and Tulkki, 2015).

The fluid surrounding a heated nano-particle can be heated above its boiling point without the presence of phase change (Merabia, Keblinski, Joly, Lewis and Barrat 2009). So miniature sized single-phase cooling systems can be designed to remove high heat fluxes effectively from the modern electronic devices. It avoids some of the major difficulties associated with the two-phase flow systems like flow instabilities, requirement of low saturation temperature working fluid, flow reversal, rapid bubble expansion (Kandlikar, 2005). The interfacial resistance between the wall boundary and the working fluid has a major role in the heat transfer efficiency of nano-sized cooling devices. Various theoretical studies were conducted using molecular dynamics to understand the interfacial transport between the wall and working fluid (Barisik and Beskok 2012). Rabani et al. have investigated the effect of channel width confinement on the heat transfer characteristics in the nano-channel (Rabani, Heidarnejad, Harting and Shirani 2018). They found that the fraction of interfacial resistance (ratio of interfacial resistance to the total thermal resistance) increases as the channel size decreased. The effect of flow velocity in a nano-channel was investigated by Liu et al. and concluded that interfacial resistance decreases with increase in streaming velocity (Liu, Fan, Zhang, Yuen and Li, 2010). The interfacial resistance needs to be controlled in a nano-scale devices to resolve the thermal management issues associated with these devices. A comprehensive review of Zhang et al. discusses the interfacial transport mechanism and factors influencing interfacial resistance at the nano-scale (Zhang, Yuan, Jiang, Zhai, Zeng, Xian, Qin and Yang, 2018). They also presented the different available techniques can be employed in nano-scale devices for reducing the interfacial resistance.

Although carbon nanotube has exceptionally well thermal conductivity of carbon nanotube also increases, which saturates when the carbon nanotube has a diameter larger than 1.4 nm, corresponds to (10, 10) nanotube (Xu and Buehler, 2009). The values reported for the interfacial resistance vary from $0.76 \times 10^{-8}$ to $20 \times 10^{-8}$ m$^2$K/W (Singh, Unnikrishnan, Banerjee and Reddy, 2011). Modelling and simulation of nano-scale heat transport can be done using molecular dynamics (MD) simulation where the time evolution of a set of interacting particles are followed by solving their equations of motion (Allen and Tildesley, 1999).

Dispersion of nano-structures can be managed in advance through design and manufacturing. The attachment of aligned single-walled carbon nanotube (SWCNT) over the silicon surface has successfully developed by Jinxian Yu (Yu, Shapter, Quinton, Johnston and Beatie, 2007). The common feature in these materials is that one nano-structured unit can be identified as the building block. There are so many questions has to be answered related to the nano-fins attachment to a solid surface, like, how the nano-fins are to be arranged? What is the optimum thickness of coating? From the experiments, it is found that when the characteristic length decreases, the heat transfer behavior shows different trends (Wu and Cheng, 2003). Numerous researchers have investigated fluid flow through nano-channel using MD techniques. There are different methods for generating fluid flow in a channel, widely accepted method for generating fluid flow is by applying a large force to each atom present in the channel (Prabha and Sathian, 2012). The above method doesn’t work for convective heat transfer simulation because the applied external force continuously supplies artificial energy to the simulation domain which can alter the temperature of the system. The periodic boundary condition is no longer applicable for convective heat transfer simulation (Alexiadis and Kassinos, 2008) since the fluid temperature is varied along the direction of flow during convection, which is not a periodic boundary condition.

Markvoort et al. (Markvoort, Hilbers and Nedea 2005) suggested a method for simulating convective heat transfer in which the external force is applied only to the inlet atoms and temperature reset of atoms across the outlet is carried out by thermostatting. The drawback of this method is explained by the Song Ge et al. (Ge, Gu and Chen, 2015) and they proposed an improved method for simulating convective heat transfer problems in nanochannel by first applying an external force to the inlet atoms continued by thermosetting to the desired temperature by subtracting the center-of-mass velocity, subsequently adding the subtracted velocity in the first step. This study focusing on the investigation of heat transfer analysis of carbon nanotube with the surrounding fluids. A methodology has been proposed here for investigating the unconfined steady-state convective flow simulations.

The present work comprised of two cases. In the first case, the interfacial resistance present in the interface of carbon nanotube and argon atoms is investigated based on lumped heat capacitance approach. In the

second case, the convective heat transfer analysis of argon flow around the carbon nanotube as well as the different configurations of carbon nanotube arrays have been investigated. The current work aims to study the heat removal from an array of heated nanotubes keeping an objective to enhance the heat transfer rate from a surface. We study two different configurations and study the heat transfer in those configurations. We perceive this as a primary step forward to enhancement of heat removal from an object, e.g. computer chips.

2. COMPUTATIONAL METHOD

The whole computations are carried out by solving Newton’s laws of motion using the molecular dynamics package LAMMPS (Plimpton, Crozier and Thompson 2007). Single wall carbon nanotubes are the tube shaped rolled structures of graphene sheet as shown in Fig. 1. The structure of a CNT changes accordance with the rolling direction. The corresponding direction vector is termed as chiral vector (Cv) and defined by,

\[ C_h = na_1 + ma_2 \]  

(1)

where \( a_1 \) and \( a_2 \) are the unit cell vector, (n,m) are the positive integers. The chiral vector for a (n,m) type CNT is drawn by connecting two carbon atoms of (0,0) and (n,m) as illustrated in Fig. 1. In all MD simulations, 60 Å long arm-chair type single wall carbon nanotube with a chirality of (10,10) and liquid argon atoms with a density of 1400 kg/m³ is considered. The atomic mass of argon and carbon atoms are 39.94 amu and 12 amu respectively. The C-C interaction in a carbon nanotube composed of bonded interaction and long-range van der Waals force. The potential energy associated with C-C bonded interaction includes bond stretching potential, angle potential and torsional potential. The C-C interaction of CNT is modelled using Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO) potential since it is considering the long-range interaction along with bonded interaction (Stuart, Tutein and Harrison 2000).

The pair interaction between Ar-Ar and Ar-C are modeled with 12-6 Lennard-Jones (LJ) potential (Jones, 1924) with a cut-off distance of 10 Å is given by,

\[ U_{1-j} = 4\varepsilon \left[ \frac{\sigma}{r_{ij}} \right]^{12} - \left[ \frac{\sigma}{r_{ij}} \right]^{6} \]  

(2)

where \( r_{ij} \) is the inter-atomic distance between Ar-Ar and Ar-C pairs, \( \varepsilon \) is the depth of the potential well and \( \sigma \) is the distance at which the potential becomes zero. The L-J parameters for the pair interactions are \( \sigma_{Ar-Ar} = 1.66 \times 10^{-10} \) m and \( \varepsilon_{Ar-Ar} = 3.405 \) eV. The L-J parameters for Ar-C pair interaction can be approximated by Lorentz-Berthelot mixing rule (van Gunsteren, Weiner and Wilkinson, 2013) by considering L-J parameters for C-C pair interactions as \( \sigma_{C-C} = 0.384 \times 10^{-10} \) m and \( \varepsilon_{C-C} = 3.21 \) eV. The C-C bond length in the CNT is 1.421 Å and a cut-off distance of 6 Å is considered for AIREBO potential. A timestep of 1 fs is used for the time integration in all simulations.

2.1 Computation of Interfacial Resistance

Figure 1 represents the computational model, where centrally placed heated arm-chair carbon nanotube surrounded with 4000 liquid argon atoms with a density of 1400 kg/m³. It numerically models a system with a heated carbon nanotube and surrounded liquid argon particles in micro-canonical (NVE) and canonical ensemble (NVT) at 300 K. The axis of the carbon nanotube is aligned with z-axis and the box dimension is 60 × 60 × 60 Å³. The temperature gradient within the carbon nanotube can be neglected because of the extremely high thermal conductivity. In the case of unsteady heat transfer between the carbon nanotube and argon atoms, the carbon nanotube can be considered as the lumped body. It is reported that temperature difference between the carbon nanotube and the matrix molecules follows exponential decay (Clancy and Gates, 2006).

The initial structure has been prepared using Packmol (Martínez, Andrade, Birgin and Martínez, 2009). It randomly places the atoms in a box and there are some atoms very closely or overlapped with the other atoms. Minimization is carried out for relaxing the initial structure created from the Packmol. After minimization, the velocity of each atom is randomly assigned based on Gaussian distribution at a temperature of 300 K. Then the
whole system is relaxed in NVE ensemble for 500 ps. During this relaxation step the kinetic energy is converted to potential energy, which keeps the system temperature lower than 300 K. In the next step, the system is equilibrated at a temperature of 300 K in NVT ensemble. This simulation also runs around 1500 ps. Here the thermostatting is achieved using Nose-Hoover thermostat. After the full equilibration of the system at 300 K, the temperature of the carbon nanotube have increased to 500 K by the direct velocity rescaling. At that moment system is no more in the equilibrium state. The energy from the carbon nanotube is transported to the argon atoms when the system is coupled with NVE ensemble. These simulations are continued till the argon and carbon nanotube temperatures become converged. The interfacial thermal resistance $R_k$ can be derived from the lumped heat capacitance approach in transient heat conduction, which is given by

$$mC \frac{dT}{dt} = \frac{A_s}{R_k}(T - T_{\infty}) \tag{3}$$

where $m$ is the mass of the carbon nanotube, $C$ is the heat capacity, $A_s$ is its surface area, $T_{\infty}$ is the average temperature of the surrounding argon fluid and $T$ is the average temperature of the carbon nanotube at a time of $t$ seconds. Integrating the Eq. 3 from $t=0$ to $t$, we get

$$\Delta T(t) = \Delta T_{\text{initial}} \exp\left(-\frac{t}{\tau}\right) \tag{4}$$

The time constant is represented with $\tau$ which signifies the rate of exponential decay. The interfacial resistance can be computed from the time constant value $\tau$, given by

$$R_k = \frac{\tau}{B} \tag{5}$$

As per literature the quantity $B = \frac{mC}{A_s}$ is constant for a carbon nanotube (Huxtable, Cahill, Shenogin, Xue, Ozisik, Barone, Usrey, Strano, Siddons, Shim, et al. 2003) and which is equal to $5.6 \times 10^{-12} \text{J/m}^2\text{K}$.

2.2 Argon Flow over a CNT and CNT Arrays

Modelling of convective heat transfer in MD is very tedious because of difficulties in simultaneous controlling of temperature and velocity. Figure 2 represents the complete simulation setup considered for the argon flow over a CNT. A spring force is applied to each nanotube to tether them at the initial centre of mass throughout the simulations. A spring constant of 800 N/m is assumed here for considering the effect of driving force acting on the CNT from argon atoms. The supplied spring energy is excluded from the total potential energy calculation of the system. The whole simulation box contains 4 blocks. The block represented from $x = 0 \text{A'}$ to $x = 60 \text{A'}$ is the actual simulation region, where the MD integrations were carried out and the dimension of the domain is $60 \times 60 \times 60 \text{A}^3$. At the left side of the inlet section, extra three artificial regions are constructed with names A, B and C. These three artificial regions make it possible for to generate the uniform flow with uniform temperature boundary condition at inlet section.

![Fig. 2. Schematic of computational domain for argon flow over the CNT with three artificial regions represented as A (Region for deleting past history data by Langevin thermostat), B (Region were external force is applied) and C (Region for temperature resetting).](image)

The external force in the direction of x-axis is applied at the region B, which providing an equal force to every atom in the region B, which generates a pressure driven type flow. The amount of force required to generate the uniform flow is approximately calculated by trial and error method after checking the inlet velocity for different force magnitudes. So an external force of $6 \times 10^{-14} \text{N}$ is applied to all the atoms in the region B for making a uniform flow of $15 \text{m/s}$ at the inlet section. In region C the temperature reset has been carried out after subtracting the center of mass velocity. After the temperature reset, the removed center of mass velocity added back to the atoms. The inlet particles have a memory of their past history which alter the initial uniform flow condition at the inlet section when the simulations are running for a long time. Artificial filter A has created at the leftmost area for resolving this problem. It will receive all the outlet particles and prevent passage of all pressure disturbances, while transmitting atoms, fully equilibrated, at the desired flow rate. This is achieved by thermostatting with a strongly-coupled Langevin thermostat (Schneider and Stoll, 1978) and a streaming velocity, which removes their past history details and fresh particles were supplied into the simulation box. A timestep of 0.1 f s is used for the Langevin thermostatting. This region should be too wide, a few multiples of force cut-off. Here a 30 A’ wide region is considered. The instantaneous average velocity normal to the flow direction across each sub-regions was calculated at the inlet section and the value was found to be in the order of $15 \pm 0.5 \text{m/s}$. This ensures that combined effect of these three operations by creating three artificial regions near to the inlet section of the computational domain was able to provide a uniform flow at the inlet section by erasing all the past history of atoms because of periodic boundary condition.

Initially, the whole system is equilibrated in NVE ensemble at $300 \text{K}$ for 0.5 million timesteps, followed by an NVT dynamics for 2.5 million steps. After equilibration, an external force has applied in the region B. The temperature reset in the sub-region of C have implemented using Berendsen thermostat.
The calculation of temperature and computed average of these nanoparticles is maintained at a constant temperature. The velocity at each sub-region is computed by averaging the mean velocity of each sub-region. The temperature is computed based on averaging thermal velocity of all atoms in each sub-region after the subtraction of mean velocity from the molecular velocity, as per the following equation:

\[ T = \frac{1}{3nkB} \sum_j m_j (v_j - v_{avg})^2 \]  

(6)

To compute heat transfer coefficient, a region is defined around the nanotube with a dimension of 20 × 20 × 60 Å³. The velocity at each sub-region is computed by averaging the mean velocity of each sub-region. The temperature is computed based on averaging thermal velocity of all atoms in each sub-region after the subtraction of mean velocity from the molecular velocity, as per the following equation:

\[ h = \frac{q_{avg}}{T_w - T_{avg}} \]  

(7)

Here, \( q_{avg} \) is the average heat flux of the defined region and \( T_{avg} \) is the average temperature of the defined region. \( T_v \) is the surface temperature of the carbon nanotube, which is equal to 600 K.

The heat flux value in Eq. 7 is computed from the equation,

\[ q = \frac{1}{V} \left[ \sum_j e_j v_j - \sum_j S_j v_j \right] \]  

(8)

where \( V \) is the volume of the region considered, \( e_j \) is the per-atom energy (kinetic and potential energy), \( v_j \) is the velocity of the atom \( j \) and \( S_j \) is the per-atom stress tensor based on the definition given by Heyes (Heyes, 1994).

Figure 3 represents two different configurations of carbon nanotube arrays over a plane surface with an identified unit cell. Top: 45° configuration and bottom: 90° configuration.

The convective heat transfer in argon flow over the CNT arrays can be investigated using the same methodology as explained in the case of argon flow around the CNT. The simulation box having a dimension of 90 × 90 × 60 Å³ in both the configurations. In the simulation domain, the simulation box center can be considered as the origin. Four carbon nanotubes are placed with centres (-15,15,0), (15,15,0), (-15,-15,0) and (15,-15,0) Å³ for the 90° configuration. In the 45° configuration, carbon nanotubes placed at (-22.5,15,0), (7.5,15,0), (-7.5,-15,0) and (22.5,-15,0) Å³. The temperature of each CNT is maintained at 600 K. For the calculation of temperature and velocity distribution, 6 × 6 × 60 Å³ blocks are considered and for heat transfer coefficient, a box of 30x30x60 Å³ is defined around each carbon nanotube.

3. RESULTS AND DISCUSSIONS

This section presents the important results obtained from the computational study of heat transfer between CNTs and surrounded Ar atoms by molecular dynamics approach. Conduction and convection studies between CNTs and surrounded Ar atoms is investigated with two different set of simulations and numerical simulations were carried out by neglecting the effect of inlet velocity and temperature profile on the average heat transfer coefficient value at steady state condition.
results are presented in the following subsections.

![Graph](https://via.placeholder.com/150)

Fig. 4. Variation in average temperature value of Ar and CNT during production run; The average temperature of CNT and argon is fitted using fourth order polynomial.

![Graph](https://via.placeholder.com/150)

Fig. 5. Logarithmic decay in temperature difference of Ar and CNT during production run.

![Graph](https://via.placeholder.com/150)

Fig. 6. Contour plot of temperature (K) distribution in argon flow over a CNT at steady state condition.

3.1 Computation of Interfacial Resistance

To compute the interfacial resistance between the argon atoms and carbon nanotube, a non-equilibrium molecular dynamics simulation have been performed. Figure 4 shows the instantaneous temperature variation of argon atoms and the carbon nanotube with respect to the simulation time. The average temperature variation of CNT and argon atoms are fitted using fourth order polynomial as shown in Fig. 4. It is observed that the temperature difference between the argon and CNT is decaying exponentially. Initially, the temperature of CNT set to be 500 K and for argon is 300 K. Because of a large amount of energy in the carbon nanotube, it transfers heat to the surrounding argon atoms until both the temperature becomes equal, and the whole system becomes equilibrium condition.

Figure 5 shows the decay in the temperature difference of argon and carbon nanotube with the simulation time. The reciprocal of the slope of this graph signifies the time constant value. From the plot the time constant $\tau$ found to be 111.67 ps. So the thermal interfacial resistance found to be $19.6 \times 10^{-8}$ m$^2$K/W . The value of thermal interfacial resistance from this study has good agreement with the computed values in the available literature (Singh, Unnikrishnan, Banerjee and Reddy, 2011).

3.2 Argon Flow over a Carbon Nanotube

The convective heat transfer analysis of argon flow around a single wall carbon nanotube is investigated with non-equilibrium molecular dynamics simulations. Figure 6 represents the temperature distribution in the simulation domain. At the inlet section, the temperature of the argon atom is 300 K. A heated carbon nanotube with a constant temperature of 600 K is placed at the geometric center of the simulation box. When the argon atoms are reaching to the CNT, they are bombarding with the carbon atoms. So the thermal energy from the carbon nanotube is transferring to the argon atoms.

Figure 7 represents the velocity profile of argon atoms at various section along its length. At the inlet section, the velocity profile is uniform with a magnitude around 15 m/s. Up to the length of $L = 10$ A$^\circ$, the velocity profile is uniform. Beyond this section, the shape of the velocity profile is deviating from the uniform flow. The collision of fast-moving argon atoms with the carbon atoms results in an opposite force to the argon atoms which is the reason for a deviated profile at the left side sections of the carbon nanotube. When argon atoms are crossing the carbon nanotube the center line velocity decreasing further to a low value and this loss is compensated to the argon atoms in the upper and lower layer regions by energy transfer.

Figure 8 indicates the fluctuations of the heat transfer coefficient ($h$) values with respect to timestep. This graph is plotted during the production run, i.e after the steady state condition. It is found that the heat transfer coefficient is fluctuating from a mean value. The mean value from these fluctuations approximated as the average value of heat transfer coefficient of this case. The heat transfer coefficient for argon flow around a single wall carbon nanotube is found to be $0.493 \times 10^8$ W/m$^2$K.

3.3 Argon Flow over a Carbon Nanotube Arrays

Figure 9 represents the temperature distribution in $90^\circ$ and $45^\circ$ configurations. The maximum temperature of argon atoms attained by the heat transfer from carbon nanotube to the argon atoms is
almost equal in both the configuration, it is around 333 K. The temperature distributions are almost symmetrical in both the cases as expected. For finding out the best configuration in terms of heat transfer rate, the heat transfer coefficient has to compute from the temperature distribution.

Figure 10 represents the velocity profile at various sections along the length of the simulation domain. The velocity profile of the 90° configuration is symmetric about y = 0 axis, at any cross-section along its length. But in the case of 45° configuration, the velocity profile is not symmetric. The amount of heat transfer rate strongly depends on the velocity of the fluid. A uniform velocity profile is supplied to the inlet section, but the velocity profile is varying in the whole domain because of momentum exchange between the atoms. Sum of the sine function is used for fitting the velocity profile in both the cases.

There are different parameters affecting the heat transfer coefficient values. It mainly depends upon the density of the fluid, temperature difference between CNT and surrounding fluid, the velocity of the fluid etc. Table 1 compares the values of heat transfer coefficient with different configurations. The heat transfer coefficient value of CNT pairs (1,3) and (2,4) are same in 90° configuration, be-cause of the symmetry in the configuration. But for the 45° configuration, heat transfer coefficient values are different for each nanotube. It is found that there is a slight increase in the heat transfer coefficient in the case of 45° configuration as compared with the 90° configuration. In the 45°, the flow velocity is slightly smaller, which leads to more interfacial exposure time. In the nano-scale configuration, since the surface to volume ratio is very large, the increase in interfacial exposure time lead to increase in the heat transfer rate.

4. CONCLUSIONS

A methodology in molecular dynamics simulations has presented in this article for investigating the steady-state convective heat transfer through the unconfined channel. With this methodology, the conventional periodic boundary condition in molecular dynamics flow simulations can be altered to a quasi-periodic boundary condition. It means particles will recycle from the outlet to inlet as like
in periodic boundary condition, but it maintains same inlet condition throughout the simulation. So, the temperature and velocity distribution at the inlet section will be maintained as same. It is achieved by constructing extra three artificial filters between the outlet and inlet section, which are not part of the actual system. These filters help to remove the past history of recycled particles.

Table 1 Comparison of Heat transfer coefficient in each CNTs of 45° and 90° configuration

<table>
<thead>
<tr>
<th>CNT Position</th>
<th>Heat transfer coefficient (×10^8 W/m²K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>90°</td>
</tr>
<tr>
<td>CNT 1</td>
<td>1.84</td>
</tr>
<tr>
<td>CNT 2</td>
<td>1.96</td>
</tr>
<tr>
<td>CNT 3</td>
<td>1.84</td>
</tr>
<tr>
<td>CNT 4</td>
<td>1.96</td>
</tr>
<tr>
<td>Average Value</td>
<td>1.9000</td>
</tr>
</tbody>
</table>

The convective heat transfer investigation on argon flow over the carbon nanotube and flow around the different configurations of CNT arrays have been considered for this research. Added to this, a non-equilibrium molecular simulation for the calculation of thermal interfacial resistance between argon atoms and nanotubes also considered. The value of thermal interfacial resistance found to be 19.6 × 10^-8 m²K/W, which is matching with the literature. The temperature distribution, velocity distribution and heat transfer coefficient values are considered in the convective heat transfer analysis. The heat transfer coefficient in all the cases is found to be in the order of 10⁸ W/m²K. From the comparison of different CNT arrays configurations, it is found that a slight increase in the heat transfer coefficient value in the case of 45° configuration as compared with 90° configuration. The increase in heat transfer coefficient can be attributed to the increase in the interfacial exposure time.

The major objective of this research was to develop a methodology in MD for simulating the forced convective steady flow through the unconfined channel. This methodology can be accurately applied even in the case of a confined channel. Molecular simulations can be carried out with realistic fluids and realistic velocity for actual understanding of heat transfer enhancement in nano-scale level.
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