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ABSTRACT 

This study proposes an image-based approach to evaluate the validity of numerical results for cases where the 

setup can be assumed to be two-dimensional (2D) and mixing between liquids of different densities occurs 

under a free-surface condition. The proposed methodology is based on the estimation of the relative errors of 

the model through density matrices generated from images of the experimental and numerical results (i.e., post-

processing snapshots of the density field). To demonstrate the use of the methodology, experimental tests and 

numerical simulations were performed for a double-dam-break problem with two miscible liquids. For the 

experiments, a high-speed camera was employed to capture details of the fluid interactions after the dam 

breaking. For the numerical simulations, an OpenFOAM® multiphase solver was employed to reproduce the 

benchmarking tests. Three turbulence approaches were tested: a zero-equation RANS model, a two-equation 

(k-epsilon) RANS model, and a Large-Eddy Simulation (LES) model. The experimental results compared 

favorably against the numerical results, with averaged relative errors of ~17 and ~19 % for the zero-equation 

and the two-equation turbulence models, respectively, and ~14 % for the LES model. From the results obtained, 

it can be inferred that the two-equation (k-epsilon) model had limitations in reproducing the mixing between 

the liquid phases in terms of relative errors. The LES model reproduces the mixing between phases more 

accurately than zero and two-equation RANS models, which were seen to be more suitable for capturing the 

formation of large eddies in the initial phase of the experiment. The present methodology can be improved and 

extended for different multiphase flow configurations. 

 

Keywords: Numerical modelling; Multiphase flow; Liquid-liquid-gas interface flows; Turbulence models; 

Validation; Dam-break experiments. 

NOMENCLATURE 

CC central compartment 

CFD Computational Fluid Dynamics  

CL Left Compartment 

CR Right Compartment 

𝐷 diffusivity 

e error per pixel 

g acceleration due to gravity 

I Kronecker delta 

k turbulent kinetic energy per unit mass 

k turbulent kinetic energy 

LES Large Eddy Simulation 

p pressure 

RANS Reynolds Averaged Navier-Stokes 

Simulation 

S strain rate tensor 

S1 first part of the experiment 

S2 second part of the experiment 

𝑡 time 

U flow velocity 

Ur relative velocity 

VOF Volume of Fluid 

 

𝛼 fluid phase 

∆ρ density gradient 

ε turbulent dissipation 

μ dynamic viscosity 

μt dynamic eddy viscosity 

𝜌 density 

𝜌𝑤 freshwater density 

𝜌𝑠𝑤 saltwater density 
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ρexp̅̅ ̅̅ ̅̅  averaged density matrix from the 

laboratory tests 

ρsim density matrix from the numerical 

simulation 

σ surface tension 

τ specific Reynolds stress tensor 

Φ scalar quantity 

1. INTRODUCTION 

The study of multiphase flows is important in several 

engineering areas such as mechanical, nuclear, civil, 

ocean, petroleum, environmental, and aerospace 

engineering. Nowadays, it is common to investigate 

multiphase flows through numerical modelling, for 

which experimental validations are required. Some 

examples of multiphase flow analyses in real 

applications can be found in the fields of medicine 

(e.g., the flow of blood in our body: Buradi and 

Mahalingam, 2016; Melka et al. 2018; Ostrowski et 

al. 2016; Sia et al. 2018); food (e.g., fermentation 

processes: Pessoa et al. 2016; Schmidt & Velten, 

2015, 2016); environment (e.g., gas emissions: 

Chang et al. 2013; Lamas et al. 2017; Moraiti et al. 

2016); petroleum (e.g., multiphase flow through 

pipes: Ersoy et al. 2017; Leporini et al. 2018; Shi et 

al. 2018; Sun et al. 2016), turbomachinery (e.g., 

multiphase flow in turbines: Jiang et al. 2019; Lin et 

al. 2018; and multiphase flow in pumps: Bai et al. 

2019a; Bai et al. 2019b), as well as thermal 

applications (e.g., heat transfer processes: Afrasiabi 

et al. 2018; Buliński et al. 2018; Cao et al. 2014; 

Kumar et al. 2017).  

Since multiphase flow types have differences in 

pressures, temperatures, densities, and flow regimes, 

they require different configurations to perform 

validation and analyze the phenomena of interest. 

Thus, there is no specific experimental setup for the 

validation of all types of multiphase flow conditions. 

It would be complex to propose experimental 

facilities and methodologies to validate all 

multiphase flow configurations. Furthermore, there 

is still a lack of experimental facilities and 

procedures to analyze validations in some areas of 

multiphase flow research (Bello et al. 2007). 

A typical means of contributing to the validation 

processes is to perform research into complex 

problems through simplified experimental 

configurations, which allow relevant data to be 

extracted for comparing numerical and experimental 

results. Examples of this type of simplification 

include the study of complex turbulent flows on 

decks of marine structures during harsh 

environmental conditions (e.g., Greco et al. 2007; 

Greco et al. 2005; Hernández-Fontes et al. 2018), 

effects of inundations inland due to tsunamis (e.g., 

Foster et al. 2017), or the sudden release of water 

reservoirs (e.g., Lobovský et al. 2014). 

Computational Fluid Dynamics (CFD) methods are 

some of the most common tools used to study 

multiphase flows. These methods use computer-

generated numerical solutions of the hydrodynamic 

governing equations. Then, to guarantee that CFD 

solutions agree with the real physics of the problems, 

validation is required (Eça & Hoekstra, 2008; Eça et 

al. 2016; ITTC, 2008; Stern et al. 2006; Stern et al. 

2001).   

USDD (Department of Defense, 2009) defines 

“validation” as the process of determining the degree 

to which a model or simulation and its associated 

data are an accurate representation of the real world 

from the perspective of the intended uses of the 

model. To the best of the authors´ knowledge, 

approaches to evaluate the validity of CFD 

simulations for stages where mixing between phases 

occurs are scarcer. 

The present paper aims to offer an image-based 

approach for comparing numerical and experimental 

results through the analysis of the relative errors 

produced; thus, contributing to a preliminary 

validation of the numerical simulation. Based on 

results by Rodríguez-Ocampo (2016), the 2D image 

approach focuses on liquid-liquid-gas interface 

flows, which can be relevant in hydrodynamic 

applications by considering miscible fluids of 

different densities and a free-surface condition. The 

study case consists of a double-dam-break problem, 

assumed to be two-dimensional, where fluids of 

different density and hydraulic head interact 

following the sudden release of two dams. 

Systematic experimental runs were performed under 

a controlled environment to ensure the repeatability 

of the tests. Fluid interaction details were captured 

with a high-speed camera. To reproduce numerically 

the benchmarking experimental case, the open-

source OpenFOAM® software was employed, 

considering three different turbulence models.  

The main steps of the methodology are presented in 

Section 2, whereas Sections 3 and 4 describe the 

details of the experimental and numerical methods, 

respectively. The results are shown in Section 5. 

Section 6 corresponds to discussion and 

recommendations to improve and extend the method. 

Finally, the conclusions are drawn in Section 7. 

2. PROPOSED METHODOLOGY 

The main stages of the proposed image-based 

multiphase CFD validation method are described in 

this section. Fig. 1 presents the workflow of the 

proposed method, which is defined by eight steps. It 

starts with the image data acquisition from 

experimental and numerical results as the central 

basis for the generation of error matrices and the 

analysis of differences between numerical and 

experimental results.  

The steps in Fig. 1 are detailed as follows: 

i. The first step consists in acquiring image-based 

results from both experiments and CFD 

simulations. For this purpose, a representative 

experiment is to be designed and constructed to 

include the variables to be studied (e.g., different 
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phases, mixing, free-surface). The study case is 

set and repeated several times to reduce 

experimental errors and the random component 

of each experiment. The experiments are 

recorded by a high-speed camera. The different 

fluid phases are differentiated by coloring them, 

but, for the sake of simplicity, gray-scale images 

could be used. The illumination of the 

experiment must be carefully set to avoid 

shadows that affect the image processing. The 

experiments that were incorrectly performed are 

discarded. On the other hand, the experimental 

setup is to be reproduced numerically with a 

CFD software to obtain post-processed images of 

the density field.  

ii. Image edition: The experimental data (images) 

captured by the camera and the simulation results 

are cropped to keep the area of interest only, 

providing focus on the fluid motion.  

iii. Frequency matching: If required, subsampling 

must be done to match the time steps between the 

experiment and the simulation. In this way, the 

number of simulation snapshots will correspond 

with the recorded frames of the experiment. 

iv. Pixel matching: If necessary, to obtain the same 

amount of pixels, interpolation should be 

performed between the resolution of the images 

from numerical results and images from 

experiments.  

v. Calibration at time-zero: Each of the images 

obtained experimentally are calibrated according 

to the time-zero frame, i.e., the first frame before 

the start of the experiment. For this purpose, a 

density value ρ1 is given to a pixel/region color 

within the region with phase 1, while a density 

ρ2 is assigned to a pixel/region color of a section 

with phase 2. The color scale is thus calibrated 

based on a linear interpolation between ρ1  and 

ρ2. 

vi. Generation of density matrices: A density value, 

according to the calibration, is given to each 

pixel of the images obtained in the previous 

steps. This process is repeated for each time step.  

vii. Average of the experimental density matrices 

(optional): This step consists in averaging the 

density matrices of all the experiments 

performed and at each time step. The process can 

be performed if the experiment was repeated 

several times, and if it is pertinent to have one 

single averaged experimental result. 

viii. Generation of error matrices: The 

averaged density matrix from the laboratory tests 

(ρexp̅̅ ̅̅ ̅̅ ) is compared against the density matrix 

from the numerical simulation (ρsim) for each 

time step. The absolute error is then obtained by 

considering the absolute value of the difference 

between  ρexp̅̅ ̅̅ ̅̅  and ρsim  for every pixel, per 

frame. This difference is then divided by the 

density gradient between liquid phases (∆ρ) to 

obtain the relative error, as shown in Eq. (1). If 

needed, the error per pixel considering Eq. (1) 

can be plotted with a color scale. 

e = |
ρexp̅̅ ̅̅ ̅̅ −ρsim

∆ρ
| × 100                  (1) 

 

 
Fig. 1. Stages of the proposed image-processing 

multiphase CFD validation method. 

 

It is possible to estimate averaged relative errors in 

the complete domain where the fluid interactions 

occur, in particular regions of the domain, or at 

specific points.  

Furthermore, the free-surface can be tracked through 

each time step in the density matrices, providing an 

indirect method for free-surface tracking. This 

process is based on obtaining a binary matrix, where 

the value of 1 (or “true”) is given to the area filled 

with liquid and 0 (or “false”) for the remaining area. 

The binary matrix multiplied by the density matrix 

can be used to analyze error only in the liquid-flow 

area or to compare the free-surface levels. 

3. EXPERIMENTAL WORK 

Benchmarking laboratory tests of double-dam-break 

type were conducted to evaluate the validity of two-

dimensional multiphase numerical simulations with 

the proposed methodology. Fig. 2 and Fig. 3 

illustrate the experimental setup: an acrylic container 

with vertical gates and a light diffuser in the back 

wall, a set of LED lights that uniformly illuminate 

the acrylic container from the back wall, and a high-

speed camera arranged on a tripod and linked to PC 

software for its operation. To contrast the two liquid 
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phases, the saltwater is colored with organic 

vegetable dye so that changes in density are 

negligible (Fig. 2). 

The acrylic container is 1.1 m in length, 0.40 m in 

height, and 0.10 m in width. Two vertical rigid slides 

(Gate 1 and Gate 2) divide the container into three 

compartments of the same volume (left CL, central 

CC, and right CR) that are opened from the top, i.e., 

free-surface condition (Fig. 2). Prior to the beginning 

of the tests, CL and CR were partially filled with 

freshwater (𝜌𝑤 ≈ 1000 kg m3⁄ ) to a depth of 0.20 m, 

whereas CC was filled with saltwater ( 𝜌𝑠𝑤 ≈
1030 kg m3⁄ ) to a depth of 0.10 m, as illustrated in 

Fig. 3. The water densities were measured with a 

151H hydrometer of 0.001 kg m3⁄  resolution.  

To record the fluid motion during the liquid phase 

mixing process, a high-speed camera (model 

HiSpec1 linked to the software-based 

ImageBLITZ® Auto Trigger) was installed ~2.5 m 

from the container, with its center aligned to the tank 

center and covering a horizontal field of view 

(FOVx) of ~1.4 m (Fig. 3).  Grayscale images were 

acquired at a frame rate of 500 fps (frames per 

second) over 12 s.  

Calibration image acquisition procedures are subject 

to error caused by lens and perspective distortions. 

For image-based systems, a typical measure of 

accuracy is the reprojection error (Semeniuta, 2016), 

which can be expressed by the root mean square error 

(RMSE) of the projection, which is computed 

between real and projected pixel coordinates. In this 

study, the camera calibration was based on the 

approach proposed by Zhang (2000), and the 

accuracy in the acquisition was defined by a 

projection error in the range of 0.1328 mm to 0.1748 

mm, with a deviation (determined by the RMSE) of 

0.1404 mm. 

The illumination at the back of the container was 

carefully set with three LED lamps equally spaced to 

enhance the contrast between fluid phases and to 

minimize shadows that could affect image 

processing. To allow a better distribution of the light, 

a sheet of paper was used to cover the back face of 

the container (see the illumination configuration in 

Fig. 2, with front and top-view shown in Fig. 3).   

The tests consider the sudden and synchronized 

release at 𝑡 = 0.0 s  of Gates 1 and 2 until they 

attained a maximum height of 0.05 m (see aperture 

distance in Fig. 3). This allows the fresh water in CL 

and CR to interact with the saltwater in CC due to the 

different water levels of each compartment (i.e., by 

the action of gravity). The simultaneous release of 

the two gates attained an average opening time of 

~50 ms. 

Several repetitions of the study case were performed. 

Only experiments with simultaneous gate opening, 

providing symmetrical flow behavior, were selected. 

Tests with non-symmetrical flow or exceeding 60 ms 

of gate aperture time were disregarded. Hence, 

eighteen tests were considered for validation 

purposes. 

 
Fig. 2. Experimental setup. (above). Illumination 

configuration (below-left). High-speed camera 

used in the experiments (below-right). 

   

 
Fig. 3 Dimensions of the experimental 

installation, camera and lamps positions. Front 

view (above). Top view (below). 
 

4. NUMERICAL APPROACH 

The mathematical models used in this research are 

included in OpenFOAM® software, a free, open-

source CFD toolbox, which has gained popularity 

due to its multiple advantages over free and 

proprietary CFD codes. This software solves the 

Navier-Stokes Equations (NSE) in a discrete manner, 

supported by the Finite Volume Method (FVM), 

which works by integrating the partial differential 

equations to be solved. The surface integrals of 

normal fluxes in FVM guarantee the conservation 

properties through the domain, allowing the use of 

complex geometries and unstructured meshes 

without a coordinate transformation.  

This section describes the mathematical model and 

the governing equations of the numerical 

simulations. Furthermore, it presents a detailed 
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description of the numerical setup of the study case, 

considering three different turbulence models. 

4.1. Governing Equations 

The Navier-Stokes Equations (NSE) are non-linear 

equations that accurately describe the fluid-flow 

motion  through momentum and continuity equations 

(Ferziger and Peric, 2002). The numerical solution of 

the NSE is a demanding computer task, so 

simplifications are usually made. An approximated 

solution in CFD modelling is given by the Reynolds-

Averaging process. The resulting averaged equations 

are known as the Reynolds Averaged Navier-Stokes 

(RANS) equations. If the flow variable is the 

velocity, 𝑈, it is separated into the mean component 

U̅ and the fluctuating component U′, i.e., U(𝐱, t) =
U̅(𝐱) + U′(𝐱, t), where 𝐱 = (x, y, z) is the position of 

the vector. This is done analogously for the density, 

p∗(𝐱, t) = p̅(𝐱) + p′(𝐱, t) . The decomposed terms 

are then introduced in the momentum equation for 

incompressible flows. The average of this equation 

is done considering that the mean of the fluctuating 

component is equal to zero (U′̅ = 0). Therefore, the 

RANS equations can be written as in Eq. (2) and Eq. 

(3) for coordinate-free form and incompressible 

flows: 

∇ ∙ U = 0                                (2) 

∂ρU

∂t
+ ∇ ∙ (ρUU) = ∇ ∙ (μ∇U − ρτ) − ∇(p) + ρg + σκα∇α      (3) 

where  U  is the flow velocity, ρ  the density, μ  the 

dynamic viscosity,  p  is the pressure, g  the 

acceleration due to gravity, and τ  is the specific 

Reynolds stress tensor defined by the Boussinesq 

Approximation (Eq. (4)): 

τ =
2

ρ
μtS −

2

3
kI                 (4) 

where μt is the dynamic eddy viscosity, S =
1

2
(∇U +

(∇U)T)  is the strain rate tensor, k  the turbulent 

kinetic energy per unit mass, and I the Kronecker 

delta. Equation (4) relates the Reynolds stresses to 

the closure of the RANS equations by considering a 

turbulence model. 

The expression (μ∇U − ρτ) in Eq. (3) corresponds 

to the total shear stress. The last term in Eq. (3) 

represents the surface tension effect, where σ is the 

surface tension coefficient, κα  is the surface 

curvature, and α  represents a scalar field for the 

identification of the different phases. The value of α 

is obtained through the VOF (Volume Of Fluid) 

method detailed by (Berberović et al. 2009). This 

approach tracks each fluid through every cell in a 

computational grid using a scalar function that takes 

the value of zero when the cell is filled by one fluid 

phase, and one for the other fluid phase. Values 

between zero and one are used to define the fluid 

interface. For the free-surface fluid system to be 

considered, α = 0 stands for the air phase, whereas 

α = 1 represents the liquid phase. The intermediate 

values represent the fluids interface (Fig. 4). The 

distribution of α  is modelled with the convective 

equation described in Eq. (5): 

∂α

∂t
+ ∇ ∙ (αU) + ∇ ∙ (Urα(1 − α)) = 0                  (5) 

where Ur  is a relative velocity described as Ur =
Ul − Ug , where l  and g  denote the liquid and gas 

phases for a free-surface fluid system, respectively. 

The last term on the left side of Eq. (5) belongs to a 

compression term that limits the interface width. 

 

 
Fig. 4. Representation of the VOF method for 

tracking the fluid phases. 

 

The numerical modelling of a three-phase fluid 

system, which consists of two liquid miscible phases 

and one gaseous phase, works by solving the liquid 

phases and their mixing separately, after which they 

are incorporated as a single fluid phase in the VOF 

method. For this reason, the model introduces a 

supporting equation for the conservation of scalar 

quantities. This equation is written in terms of a 

scalar φ as shown in Eq. (6): 

∂ρϕ

∂t
+ ∇ ∙ (ρϕU) = ∇ ∙ (D∇ϕ) + qϕ                (6) 

where 𝐷 is the diffusivity of the quantity 𝜙 and 𝑞𝜙 is 

a source/sink term of 𝜙. The first term on the left side 

of Eq. (6) is known as the temporal term and the 

second one as the convective term. On the right side 

of the equation, the first term belongs to the diffusive 

term and the second is any source/sink term. This 

equation allows the representation of scalar 

quantities in the model, such as the different fluid 

phases involved. The diffusivity term, 𝐷,  is 

important in defining the mixing between the liquid 

phases. 

Since NSE equations are a non-closed set of 

equations, turbulence models must be introduced. 

The numerical results in a CFD simulation may vary 

significantly depending on the turbulence model 

selected. Therefore, evaluating the most suitable 

turbulence model is important in the validation 

process.  RANS and Large Eddy Simulation (LES) 

models are two of the most common turbulence 

models used in industry and engineering already 

incorporated within the OpenFOAM® framework.  

Three turbulence models were tested in this work: i) 

zero-equation RANS model, ii) two-equation (k-

epsilon) RANS model, and iii) LES model. The zero-

equation model sets the turbulent viscosity as a 

function of the velocity field, whereas two-equation 

models add two additional transport equations to 

represent the turbulent properties of the flow. One of 

the transport variables is the turbulent kinetic energy, 

which is represented by k. The second variable  
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Fig. 5. Numerical setup (above) and mesh grid employed in the numerical simulations (below) of the 

benchmarking experimental study case. 
 

 

depends on the model type being used (e.g., k-ε, 

where ε represents the turbulent dissipation and 

determines the rate of dissipation of the turbulent 

kinetic energy).  

The LES turbulence approach solves the largest scale 

motions of the flow and models the small-scale 

motions. Although LES was not feasible for practical 

engineering problems in the 70s and 80s 

(Mcdonough, 2007), the transition from RANS to 

LES was made easier thanks to the development of 

High-Performance Computing technology and 

developments in parallel-processor computers 

(Kobayashi and Tsubokura, 2011), so that this is now 

one of the most promising turbulence simulations for 

engineering purposes. 

4.2. Numerical Setup 

The laboratory case was numerically modeled with 

interMixingFoam, which is an OpenFOAM® native 

solver. InterMixingFoam solver allows the handling 

of multiphase fluid-flow, i.e., three fluid phases, two 

of which are liquid and miscible (e.g., two water 

phases of different density), and a third phase which 

is gaseous and incompressible. In this solver, the 

liquid-phase mixing is obtained through the 

conservation of scalar quantities (Eq. (6)). For its 

part, the interface between liquids and the gaseous 

phase is calculated with Eq. (5). These equations are 

coupled with the NSE equations to describe the fluid-

flow motion.  

The domain of the numerical setup was configured 

similarly to that of the laboratory tests by assuming 

an installation of 1.10 m in length, 0.25 m in height, 

and 0.10 m in width (Fig. 5). As described in the 

experiments, for the initial conditions, the central 

compartment (CC, phase 1) was filled with a fluid 

with 𝜌𝑠𝑤 ≈ 1030 kg m3⁄  at 0.10 m depth. The two 

remaining compartments (CL, CR, phase 2) were 

filled with a fluid with 𝜌𝑤 ≈ 1000 kg m3⁄  at 0.20 m 

depth. The rest of the computational domain was 

filled by a third phase, i.e., air with 𝜌𝑎 ≈ 1 kg m3⁄  

(Fig. 5). The velocity field for all phases was initially 

set to 0 m/s and the gravitational acceleration was set 

to -9.81 m/s² and acted in the vertical direction 

Transport properties, such as kinematic viscosity (𝜐), 

density (𝜌), and surface tension (𝜎) were defined as 

constant for each fluid phase. The molecular 

diffusivity ( 𝐷 ) is a temperature-dependent value; 

however, it was considered constant since no 

temperature variations are taken into account. The 

value of 𝐷 was taken from Holz et al. (2000) for a 

temperature of 15 ºC, resembling the temperature in 

most of the laboratory tests. Surface tension and 

kinematic viscosity values were taken from Vinš et 

al. (2019) for a temperature of 15 ºC. Table 1 

summarizes the input data for the case setup.  

The opening of the gates between compartments was 

considered instantaneous. The interaction of the 

fluids in the three water compartments occurred for t 

> 0 s. During the development of the laboratory tests, 

it was verified that the most significant fluid motion 

and phase mixing occurred in the first 5 s; thus, such 

a time-lapse was considered for validation purposes. 

Table 1 Transport properties defined for the 

fluid phases and molecular diffusion coefficient 

for the numerical model setup (values obtained 

experimentally and from Holz et al. 2000, and 

Vinš et al. 2019) 

Phase property Freshwater Saltwater Air 

Density (kg/m³) 1000 1030 1 

Kinematic 

viscosity (m²/s) 
1.007E-6 1.082E-6 

1.48E-

5 

Surface tension 

(N/m) 
0.07349 0.07416 - 

Molecular 

diffusion 

coefficient 

(m²/s) 

1.26E-9 - 
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No-slip boundary condition was considered for the 

walls of the container, i.e., the fluid have zero 

velocity at the solid boundaries. The top boundary 

allows inflow and outflow, which means a free-

surface condition. 

4.2.1. Mesh Independence Study 

The mesh resolution was selected considering a mesh 

independence study based on the comparison of 

physical parameters (i.e., speed and pressure in this 

study) for different mesh resolutions and turbulence 

models.  

Three mesh configurations were tested: Mesh A 

(MA), Mesh B (MB), and Mesh C (MC). MA 

corresponds to the finest mesh, MC to the coarsest, 

and MB to an intermediate mesh resolution. The 

refinement factor was set to √2  for spatial and 

temporal discretization, since both discretization 

schemes are of second-order (Stern et al. 2001). The 

mesh was designed to keep an aspect ratio close to 

one. Table 2 lists the characteristics of the three 

meshes.  

Table 2 Mesh characteristics for the mesh 

independence study 

Mesh Direction Dimension 

(m) 

Cell 

number 

Cell size 

(cm) 

MA X 1.1 310 0.35 

Y 0.25 70 0.36 

Z 0.1 28 0.36 

MB X 1.1 220 0.50 

Y 0.25 50 0.50 

Z 0.1 20 0.50 

MC X 1.1 156 0.71 

Y 0.25 36 0.69 

Z 0.1 14 0.71 
 

The velocity module (speed) and the pressure were 

obtained at one specific point within the domain, 

compared for the three grids, and for each of the three 

turbulence models. Since the area within the gate 

aperture has significant velocity and pressure 

gradients, the coordinate (0.366, 0.001, 0.05) was 

selected as the probe point. Fig. 6 shows the 

comparison of the speed through time for each 

turbulence model at the probe point. 

For the speed series, the Mean-Absolute errors 

(MAE), in m/s, were calculated as 
1

𝑛
∑ |𝑒𝑖|𝑛

𝑖=1 , where 

|𝑒𝑖| is the absolute error at 𝑡 = 𝑖, and n is the number 

of data. The finest mesh (MA) was considered the 

reference mesh. MAE were also calculated for the 

pressure field, in Pa (Table 3). 

Table 3 MAE of each turbulence model 

 Speed (m/s) Pressure (Pa) 

 MB MC MB MC 

Zero-

equation 
0.011 0.039 10.11 16.00 

Two-

equation 

(k- ε) 

0.018 0.041 5.89 14.24 

LES 0.010 0.040 10.34 17.01 

Fig. 7 shows the calculated yPlus (dimensionless 

wall distance) values for the three turbulence models 

tested when using MB. In the zero-equation model, 

yPlus ranges between 0 and 3.27; for the two-

equation (k-epsilon) model between 29.62 and  

272  .93, and for the LES model between 0 and 53.22.  
 

 
a) Zero-equation 
 

 
b) Two-equation (k-epsilon) 
 

 
c) LES 

Fig. 6. Speed in the three turbulence models and 

comparison for the three mesh configurations. 
 

 
Fig. 7. Average yPlus values through time for 

Mesh B (MB). 
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Fig. 8. Comparisons of snapshots at different time instants for the experimental results (Column 1), and 

the numerical results obtained with the three turbulence models (Columns 2-4). S1: 0.0 < t < 0.8 s. S2: t 

> 0.8 s. 
 

 

MA requires a significant running time when 

compared to MB and MC, and the results are very 

similar to those of MB. Therefore, MB was selected 

to perform the validation process with each 

turbulence model. 

5. RESULTS AND DISCUSSION 

5.1. Qualitative Comparison 

Images from the experiment were compared against 

post-processing images of the numerical simulation. 

Since different processes were observed to be 

dominant in terms of turbulence development, the 

double-dam-break problem was divided into two 

sections: the incipient mixing (0.0 < t < 0.8 s), S1, 

and the full blend (t > 0.8 s), S2. Fig. 8 shows the 

high-speed camera images referring to S1 and S2, 

and the comparison against the numerical 

simulations with different turbulence models.  

S1 is dominated by the pressure gradient between the 

sections of the tank (i.e., different hydraulic head 

between the compartments), and features the 

development of large eddies and strong free-surface 

fluctuations. During this process, the free-surface 

develops a bell-shaped curve. Eddies caused by the 

entrance of freshwater from CL and CR into the CC 

are of up to ~15 cm diameter, occupying most of the 

CC area.  

On the other hand, mixing between the phases and 

progressive stabilization of the fluid-flow take place 

during S2. The larger eddies observed in S1 convert 

into increasingly smaller eddies in the central 

compartment of the tank. In the lateral 

compartments, medium-sized eddies of about 

~10 cm  in diameter form due to the entry of 

saltwater, and subsequently decrease as the mixing 

between phases takes place.  

The results of the Zero-equation RANS turbulence 

model show, tentatively, the closest representation of 

the laboratory conditions. For S1, both the free-

surface and eddies in the simulation evolve similarly 

to the experimental results. Mixing between the 

liquid phases in S2 is also close to that shown by the 

numerical model. However, a slight underestimation 

of the energy dissipation due to turbulence can be 

inferred from the stabilization lapse of the fluid-flow. 

The mixing between phases in S2 is faster and more 

chaotic if compared to the two-equation and LES 

models, but with a more satisfactory development of 

the irregular interface between salt- and freshwater.  

On the other hand, the results of the two-equation (k-

epsilon) model seem to be, from a visual and 

qualitative perspective, less accurate than the other 

models. The energy lost due to turbulence seems to 

be overestimated. Moreover, there is less mixing 

between the liquids when compared against the 

chaotic behavior observed in the experimental results 

and in the other turbulence approaches.  

For its part, the LES turbulence model provided 

significantly different results from those observed in 

the laboratory tests, particularly for S1. The large-

scale eddies do not evolve completely and quickly 

vanish in the central section of the container. 

However, in S2 the phase-mixing resulted more 

homogeneous and quite similar to the experimental 

results. The mixing is less disordered than the zero-

equation simulation but it is not as passive as in the 

two-equation simulation. The stabilization of the 

fluid motion seems to be consistent with the 

observations in the laboratory tests. 

From the three turbulence models analyzed, a 

qualitative inspection suggests that the Zero-
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equation turbulence model best represents the 

physics of the experiments. 

5.2. Quantitative Comparisons: 

Application of the Image-Based Multiphase 

CFD Validation Methodology 

The eight steps of the proposed image-based 

validation methodology presented in Fig. 1 were 

followed to obtain the error of the numerical 

simulations. The steps of the methodology were 

addressed as follows: 

i. Acquisition of graphical data: The first step of 

the methodology demands the acquisition of 

experimental and numerical image-based data. 

These data were obtained through the procedures 

described in Sections 3 and 4. 

ii. Image edition: The images captured by the 

camera were cropped, providing focus on the 

acrylic container and the fluid motion inside 

(Fig. 9a). Images recorded after the analysis time 

(i.e., 5 s) were deleted, as well as those before the 

gates were completely opened. Post-processing 

images were also cropped to match the study area 

of the experiment images. 

iii. Frequency matching: To match the time steps 

between the experiment recording (500 fps) and 

the numerical results (20 fps), subsampling was 

required. Thus, images of the experiment were 

considered every 25 frames to match the time-

step of the post-processing images. 

iv. Pixel matching: To obtain the same amount of 

pixels between images, an interpolation was 

performed.  The pixel matrix resolution of the 

post-processing snapshots was interpolated with 

the pixel resolution of the experiment images.  

v. Calibration in time-zero: Each of the eighteen 

experiments and the three numerical simulations 

were calibrated according to the time-zero frame, 

i.e., before the opening of the gates. For this 

purpose, a pixel within the central section of the 

container was given a density value of ρ1 =
1000 kg/m3 , while a pixel of a section with 

saltwater was given a density of ρ2 = 1030 kg/
m3. As observed in Fig. 9b, the darkest tone in 

CC corresponds to ρ1  while in LC or RC the 

lighter tone corresponds to ρ2.  

vi. Generation of density matrices: The color scale 

was calibrated based on a linear interpolation 

between ρ1 and ρ2. A density value, according 

to the calibration, was given to each pixel in 

the high-speed camera images and the post-

processing images.  

vii. Averaging of the experimental density 

matrices (optional): The density matrices of 

the eighteen experiments performed (as 

repetitions of the study case) were averaged for 

each time step, yielding a single-averaged set 

of density matrices. This averaged 

experimental result is compared against each 

of the three turbulence approaches of the 

numerical simulations. 

viii. Generation of error matrices: The averaged 

density matrix from the laboratory tests (ρexp̅̅ ̅̅ ̅̅ ) 

was compared against the density matrix from 

the numerical simulation (ρsim). The relative 

error for each time step was obtained by 

considering the absolute value of the 

difference of ρexp̅̅ ̅̅ ̅̅  and ρsim and then dividing 

this difference by the density gradient (i.e., 

∆ρ= 30 kg/m3), as shown in Eq. (1). 

 

 
(a) 

 

 
(b) 

Fig. 9. Cropped images of the experimental and 

numerical results. (a) Example of an image 

captured by the high-speed camera at t=0 s. (b) 

Example of an image of the density field 

obtained in the post-processing of the numerical 

simulation at t=0 s. 

 

After the generation of the error matrices, the relative 

error through time was plotted to observe its 

evolution and to compare the results obtained with 

the different turbulence models. Fig. 10 shows the 

error matrices obtained for each turbulence model for 

different time instants (0.3, 0.6, 1.0, 1.5, 2.5, and 5.0 

s). In the plots, each pixel color represents the 

relative error estimated employing Eq. (1).  

In general, the error increases gradually with time, 

particularly in those regions where eddies develop 

and the mixing occurs. The darkest color is 

considered as an indicator of better agreement of the 

numerical results in representing the physics of the 

experiments. Even though the error was greater for 

longer times, the averaged relative error in the 

mixing area is lower than 40 %, approximately.  

Time zero has a theoretical error of 0 %; however, 

there are some areas where the error is slightly 

higher. These high values might be attributed to the 

noise introduced in the experimental data due to the 

illumination setup and the sampling rate considered 

in the present work. These are important 

considerations for 2D hydrodynamic experiments 

using high-speed video to analyze the flow evolution 

(Hernández et al. 2018). Hernández et al. (2018) 

suggested that the natural reflectance of the fluid has 

significant importance since it may cause irregular 

intensity values in different areas of the images. 

Moreover, high-speed sampling rates could increase 

the signal-to-noise ratio (SNR), particularly when 

the illumination is insufficient. These factors might 

have introduced some variations in the error 

calculation.  
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Fig. 10. Error matrices for different time steps between experiments, and the three turbulence 

numerical models tested. 
 

 

To analyze the variation of the relative error through 

time for the three turbulence models, only the 

interaction between the two liquid-miscible phases 

was considered. The area occupied by the liquid 

phases and that occupied by air was first identified. 

This step is straightforward when using the post-

processing images because the gray-scale tonalities 

clearly differentiate the liquid phases and the gaseous 

phase (see Fig. 9b). Thus, the post-processing images 

were used to generate a binary matrix, where 1 was 

given to the liquid phases and 0 to the gaseous one. 

The multiplication of the binary matrix with the 

density matrices of both experiment and numerical 

images provided data for the liquid flow interactions 

only. The zero values were then deleted (replaced by 

not-a-value) to obtain the relative errors in the areas 

of interest.  

The domain was divided into the left, central and 

right compartments (i.e., LC, CC and RC) for which 

the averaged relative error per section was estimated. 

Thereby, the time series of averaged relative error for 

each compartment can be visualized, as shown in 

Fig. 11a, b and c, respectively.  

For the three turbulence models (Fig. 11a-c), the 

error within the central compartment (CC) tends to 

increase with time in the first 3.0 seconds and later 

tends to stabilize. In general, averaged relative error 

oscillates between ~2 to ~18 % in the lateral 

compartments (RC and LC) and between ~2 to ~39 

% in the central compartment (CC). The gap between 

RC and LC errors ( < 6 % ) may be due to the 

symmetry of the experiment.  

Regarding the minimum and maximum errors for the 

three turbulence models, it can be noted that for the 

zero-equation model, averaged relative error of 

~2 % and ~19 % were obtained for the RC and LC, 

and of ~2 % and ~32 % for the central compartment 

CC. For S1 (0.0 < t < 0.8 s) and S2 (t > 0.8 s), the CC 

presented mean averaged errors of ~15 %  and 

~28 % , respectively. Averaging the three 
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compartments, a global averaged relative error of 

~17 % was obtained. Even though the zero-equation 

turbulence model was considered to perform best in 

the qualitative inspection, it produced the second 

highest averaged relative error in the present 

quantitative results.  

On the other hand, for the two-equation (k-epsilon) 

turbulence model, the minimum and maximum 

averaged relative errors were of ~2 % and ~18 % 

for the lateral compartments, and of ~3 %  and 

~39 %  for the CC. Averaging the three 

compartments, a global error of ~19 %  was 

obtained. For S1 and S2, the central compartment 

provided averaged relative errors of ~18 % and ~36 

%, respectively.  

Finally, for the LES turbulence model, minimum and 

maximum averaged relative errors of ~2 %  and 

~17 % for the lateral compartments, and ~2 % and 

~26 %  central compartments were obtained, 

respectively. A global error of ~14 % was found from 

the averaging of the three compartments. For S1 and 

S2 of the experiment, the CC presented averaged 

relative errors of ~16 % and ~20 % respectively. 

 

 
a) Zero-equation 

 
b) Two-equation (k-epsilon) 

 
c) LES 

Fig. 11. Time series of averaged relative error (in 

%) for the three turbulence models. High-speed 

camera photographs vs. images of the post-

processing. 
 

6. DISCUSSION AND RECOMMEND-

ATIONS  

In contrast to the qualitative analysis, the quantitative 

results suggest that the LES model is the most 

accurate in representing the mixing process through 

time, in terms of averaged relative error. It is worth 

mentioning that the highest error of the LES model 

occurred in S1, where the large eddies are generated, 

unlike S2, where eddies had already developed. 

Moreover, the error exhibits a more stable 

performance throughout the modelling, if compared 

to the RANS models. 

The results show that the methodology presented 

here may yield different alternatives in the 

comparison between numerical simulations and 

experiments; thus, contributing to preliminary 

validations. Among these alternatives, it is possible 

to perform qualitative analyses by visually 

comparing different stages of the phenomena, and 

quantitative analyses by estimating the averaged 

relative errors between image-based results from the 

simulations and experiments. In the latter, it is 

possible to analyze the global averaged relative 

errors either at specific time steps (i.e., from 

snapshots at the same time instant) or along the time 

series (i.e., from the complete series of snapshots). 

Moreover, the analysis can be focused on the 

complete domain, where the fluid interactions occur, 

or at specific areas or points of this domain. 

The methodology could be improved through noise 

reduction in the acquired image data from 

experiments, either by improving the illumination 

setup or enhancing the fluid interfaces differences by 

coloring both liquid fluids, as suggested by 

Hernández et al. (2018). With these improvements, 

the phases could be better differentiated and the error 

calculation might be reduced.  

Moreover, an indirect method to track and validate 

the free-surface calculation could be conducted if the 

liquid phases were given different tonalities to air 

(white background). This would allow a density 

value to be assigned to each tonality on both 

experiment photos and post-processing snapshots to 

assess further the relative error for the complete 

domain. The free-surface can also be tracked for a 

specific point by comparing the number of pixels 

with a higher density (e.g., where 𝜌 ≥ 1000 kg/m3) 

in the vertical direction of the location of interest.  

The methodology can be also extended to similar 

two-dimensional multiphase flow applications which 

could also focus, for instance, on the performance of 

near-wall flow fields but for which further 

experiments and research might be needed. 

7. CONCLUSIONS  

There are different multiphase flow types with 

differences in pressures, temperatures, densities and 

flow regimes and types, and therefore there is no 

specific experimental setup that can validate all types 

of multiphase flow conditions. The work presented 
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here proposes an alternative way of examining the 

validity of numerical multiphase-flow results, 

employing image-based methods for the analysis. 

The main idea is to estimate the relative errors 

between numerical and experimental image-based 

results, which are considered as indicators to 

quantify the degree of validity of the numerical 

simulations.  

The proposed methodology is applicable to liquid-

liquid-gas interface flows in a two-dimensional (2D) 

framework, where the fluids have different densities 

and there is a free-surface condition. It allows 

analysis of the validity of the numerical data globally 

(i.e., over the complete domain of fluid interactions), 

at specific locations (i.e., smaller areas or specific 

points in the domain), at specific instants of the 

phenomenon of interest (i.e., comparisons of specific 

frames), or in the complete time series for the 

analysis (i.e., by analyzing the complete frames 

stack).  

To demonstrate the application of the proposed 

methodology, both experimental and numerical 

research was performed, considering a double-dam-

break problem in a rectangular installation (assumed 

2D), as the benchmarking study case.  

In the experimental phase of the research, three 

equal-spaced compartments were defined by two 

vertical dams (gates). Each compartment was filled 

with fluids of different densities, presenting a free-

surface. When the gates were suddenly and 

simultaneously released, the liquid interfaces 

interacted, producing mixing. This rapid interaction 

was captured using high-speed video in systematic 

and repeatable tests.  

In the numerical phase, the benchmarking study case 

was simulated with OpenFOAM® CFD software. 

Three turbulence models were considered in the 

implementation of this methodology: i) the zero-

equation RANS model, ii) the two-equation RANS 

(k-epsilon) model, and iii) the LES model. 

Image-based results from the numerical and 

experimental phases were compared via qualitative 

and quantitative analyses. The former consisted of 

comparing various frames of the experiment against 

the same time-step in the images given by the 

numerical simulation. The latter consisted of 

evaluating the averaged relative error between 

numerical and experimental results, employing the 

proposed image-based methodology. 

The experimental results compared favorably against 

the numerical results, with global averaged relative 

errors oscillating between ~17 and ~19 % for the 

zero equation and the two-equation (k-epsilon) 

turbulence schemes, and ~14 % for the LES model. 

From the results obtained, it can be inferred that the 

LES model reproduces the mixing between phases 

more accurately than RANS models; however, zero-

equation models seem to be more suitable for 

capturing the formation of eddies in the initial phase 

of the experiment. Two equation (k-epsilon) model 

had the worst behavior in terms of relative errors. 

The present methodology can be used as an 

alternative tool to analyze the degree of validity of 

numerical multiphase simulations. It is possible to 

evaluate global averaged relative errors in the 

complete domain, where the fluid interactions occur, 

or to focus on particular areas or points inside such a 

domain, to perform particular and more detailed 

comparisons. The method can be adapted and 

extended according to the user’s requirements. 
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