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ABSTRACT 

Airflow simulation results depend on a good prediction of near wall turbulence. In this paper a comparative study 

between different near wall treatments is presented. It is applied to two test cases in building: (1) the first concerns 

flow through a long corridor which is similar to that in a fully developed plane channel. Simulation results are 

compared to direct numerical simulation (DNS) data of Moser et al. (1999) for Reτ = 590 (where Reτ denotes the 

friction Reynolds number defined by friction velocity uτ , kinematics viscosity ν and the channel half-width δ); (2) the 

second case is a benchmark test for room air distribution. Simulation results are compared to experimental data 

obtained with laser-Doppler anemometry (Nielsen, 1990). Simulations were performed with the aid of CFD code 

Fluent (2005). Near wall treatments available in Fluent were tested: Standard Wall Functions, Non Equilibrium Wall 

Function and Enhanced Wall Treatment. In each case, suitable meshes with adequate position of the first near-wall 

node are needed. Results of near-wall mean stream wise velocity u+ and turbulent kinetic energy k+ profiles are 

presented, variables with the superscript of + are those non dimensional by the wall friction velocity uτ and the 

kinematic viscosity ν. 
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NOMENCLATURE 

C1, C2 Constant  of empirical  turbulence  

             model for k-ε one 

Gk Generation of k, (Nm−2) 

H         High,(m)  

k Turbulent kinetic energy, (m2 s-2) 

L          Width, (m) 

Rij Reynolds stress tensor, (kg m-1s-2) 

Re          Friction Reynolds number 

u0 Inlet velocity,(m s-1)      

  
    

  Arbitrary fluctuating velocity 

            component, (m s-1) 

u Friction velocity,(m s-1)      

x Axial coordinate, (m) 

         Arbitrary direction, (m) 

u Friction velocity,(m s-1)      

y Radial coordinat, (m) 

          No-dimensional wall coordinate  

 

Greek symbols 

δij      Kronecker delta  

ε       Turbulent energy dissipation rate, (m2s-3) 

μ   Dynamic viscosity, (kgm-1s-1) 

μt      Turbulent viscosity , (kgm-1s-1)  

ν   Kinematics viscosity,(m2s-1)      

ρ       Fluid density,(kgm-3) 

τij        Turbulent stress tensor, (m2s-2) 

τw     Wall shear stress, (kg m-1s-2) 

Abbreviation 

CFD    Computational Fluid Dynamics 

DNS    Direct Numerical Simulation 

EWT   Enhanced Wall Treatment 

NEWF Non-Equilibrium Wall Function 

RMS    Root Mean Square 

SWF    Standard Wall Function 

TKE    Turbulent Kinetic Energy 
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1. INTRODUCTION 

Most people spend the majority of their time indoors, 

often in shared spaces, so the expectations of the 

occupant for a thermally comfortable indoor climate 

have risen. For this reason tools are required to 

determine and predict the flow characteristics in the 

early design phase. The CFD method is often 

employed. 

For predicting room air flow, the standard k-  
turbulence model has enjoyed the greatest usage 

(Murakami et al. (1987), Nielsen (1989), Chen et al. 

(1992), Weathers (1992), Haghighat et al. (1992), Chen 

(1995), El Gharbi (2007), Sumon et al. (2008), 

Bahlaoui et al. (2011), El Gharbi et al. (2012)). 

However this model is only valid for fully-developed 

turbulence, the flow is not solved up the wall. In 

addition, the wall is the most common boundary 

encountered in these confined fluid flow problems. 

Therefore, to simulate this region the selection of 

appropriate near-wall treatment methods is very 

important for obtaining reliable prediction results of 

airflows simulation. The first near wall treatments was 

developed with k-  model, we quoted: Spalding (1961), 

Wolfstein (1969), Launder et al. (1974), Chen et al. 

(1988), Jongen (1992), Kim et al. (1995). 

This investigation studied two typical indoor airflows: 

(1) a flow in a fully developed plane channel, 

assimilated to flow through a long corridor, (2) a forced 

convection flow in a ventilated room, a benchmark test 

for 2D room air distribution. Fluid flow near a solid 

wall as well as the characteristics of turbulent flow near 

such structures is considered.  Simulations will be 

performed with the aid of the commercial CFD code 

Fluent (2005). All different near wall treatments 

available in Fluent will be tested: Standard Wall 

Functions, Non Equilibrium Wall Function and 

Enhanced Wall Treatment. We will investigate both 

effects of meshes and position of the first near-wall 

node.  

For the first test case simulations results are compared 

to direct numerical simulation (DNS) data of Moser et 

al. (1999) for Reτ = 590 (where Reτ denotes the friction 

Reynolds number defined by friction velocity uτ , 

kinematic viscosity ν and the channel half-width δ). 

Then, for the second test case, the simulation results are 

compared with experimental data obtained with laser-

Doppler anemometry (Nielsen, 1990).  This one is use 

to measure velocity and velocity fluctuation.  

1. MODEL EQUATIONS 

A. Governing Equations 

In this study, airflow is modeled using the standard k-ε 

model. The governing equations are: 

Mass conservative equation:  
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Turbulent kinetic energy: 
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Dissipation rate: 
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B. Near-wall Treatments 

Close to the wall, the flow is influenced by viscous 

effects. The mean velocity field is affected through the 

no-slip condition that has to be satisfied at the wall. 

Toward the outer part of the near-wall region, however, 

the turbulence is rapidly augmented by the production 

of turbulence kinetic energy due to the large gradients 

in mean velocity. 

Therefore, accurate representation of the flow in the 

near-wall region determines successful predictions of 

wall-bounded turbulent flows. For that and because 

most k- and RSM turbulence models will not predict 

correct near-wall behavior if integrated down to the 

wall, special near-wall treatment is required. 

Fluent near-wall treatments:  

Fluent offers two approaches based on the classical 

theory describing the flow near-walls in turbulent 

flows, Fluent (2005), Fig. 1:  

a. The first one is a semi-empirical approach, 

and uses the so called "wall function" to 

bridge the viscosity affected region between 

the wall and the fully turbulent region. The 

viscous sublayer and buffer layer region are 

not resolved. Therefore, the near-wall mesh 

may be relatively coarse, the first grid point 

off the wall must be positioned in the log law 

region at y+>30 (the distance being measured 

in wall units y+= yuτ⁄ν, where uτ is the friction 

velocity). This approach is justified for 
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industrial flows with high Reynolds numbers, 

because it saves computational time and it is 

sufficiently precise. There are two options for 

semi-empirical approach use in Fluent code. 

The first “Standard Wall Function” (Launder 

et al. 1974) is presented as default in Fluent. 

It assumes equilibrium between the 

production and dissipation of turbulent 

kinetic energy.  The second “Non-

Equilibrium Wall Function” (Kim et al. 1995) 

may be selected by the user. It does not 

assume this equilibrium, but allows differing 

production and dissipation, as may be the 

case for flows where there is separation and 

reattachment or severe pressure gradients 

(Fluent 2005). 

 

b. The second approach combines a two layer 

model (where the viscosity affected near-wall 

region is completely resolved, along the way 

to the viscous sublayer), together with 

enhanced wall functions. Generally, it 

requires a very fine near-wall mesh. The first 

grid point off the wall must be from y+ ≈ 1. 

This approach is more suited for low-

Reynolds number flows with complex near-

wall phenomena. Although it obviously 

requires a greater amount of computational 

resources. (Fluent 2005). 

 
Fig. 1. Schematics of (a), the wall function approach 

and (b) the two-layer approach 

2. TEST CASES 

Airflow simulations with different near-wall treatments 

are applied to two test cases:  

A. Channel flow  

The first test case is the plane fully developed channel 

flow similar to flow through a long corridor in a 

building, Fig. 2. Simulations results are validated by 

DNS data of Moser et al. (1999) for Reτ = 590.  

 
Fig. 2. Presentation of the channel flow 

B. Room air distribution 

The second test case is a benchmark test (Annex 20, 

Nielsen, 1990) for a room air distribution, Fig. 3. The 

simulation results are validated by experimental data 

obtained with Laser-Doppler Anemometry.  

 
Fig. 3. Presentation of Nielsen’s room, H=3m and 

L=9m.  

3. RESULTS AND DISCUSSIONS 

A. Effect of Mesh and First Grid Point  

To captures boundary layer properly, the mesh should be 

correctly generated. For turbulent flows, calculation of 

the y+ value of the first node point helps in doing that. 

This dimensionless distance is defined as:  

u y
y

v

                                                                       (9) 

where     is the friction velocity defined as w


 and 

   is the wall shear stress.  

For that and because the wall distance y+ is involved in 

the selection of the appropriate near-wall treatment, we 

do a grid test for only mesh in y direction. The 

geometry of a fully developed plane channel is chosen 

(first test case) and eight different mesh sizes are 

applied to select the appropriate mesh size that adapt 

with near-wall treatment (wall functions or near-wall 

modeling). This is achieved by refining the mesh, with 

particular attention to the first grid point off the wall. 

Table 1 shows selected computational mesh and the 

corresponding wall y+ values.  

 

Table 1 Different mesh  

 mesh size 

(xy) 

first y+ mesh type 

mesh 1 (50010) 59 regular 

mesh 2 (50014) 42.142874 regular 

mesh 3 (50019) 31.052644 regular 

mesh 4 (50028) 21.071437 regular 

mesh 5 (50057) 10.350901 regular 

mesh 6 (50076) 7.763161 regular 

mesh 7 (50057) 1.3467045 exponential law 

mesh 8 (50076) 1.0026873 exponential law 

 

Non-dimensional mean stream wise velocity profiles 

scaled by the wall velocity
t

uu
u

  and non-

dimensional profiles of turbulent kinetic energy

2

k
k

u

   are plotted (Figs. 4 and 5).  
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(b) 

Fig.4. Comparison of non-dimensional mean 

streamwise velocity profiles using (a) coarse mesh with 

wall function (SWF), (b) fine mesh with near-wall 

modeling (EWT) 

The different mesh configurations and corresponding 

wall y+ value have significant influence on the 

computed non-dimensional mean streamwise velocity 

and turbulent kinetic energy profiles. 

With wall functions, the first grid point must be in the 

log- law region i.e y+>30. Figures 4(a) and 5(a) show 

that mesh 3 seems to be the most appropriate. As a test 

case, Fig. (6) presents turbulent kinetic energy (TKE) 

and mean velocity profiles obtained by standard wall 

function and first grid point at y+<30 (y+≈10 for mesh 5 

and y+≈1 for mesh 7). It shows clearly that it is 

impossible to obtain correct predictions when we use 

fine mesh with wall functions. As illustrate in Figure 6, 

the distribution of u+ and k+ are significantly affected. 

Because wall functions use the assumption of local 

equilibrium, that is not valid in the viscous affected 

region i.e y+<30.  

With near wall modeling the first grid point must be in 

viscous sublayer i.e y+ ≈ 1. Figures 4(b) and 5(b) show 

that mesh 7 seems to be the most appropriate. The 

viscosity affected near-wall region is completely 

resolved. According to user's guide of fluent (Fluent, 

2005), with this modeling, we should have at least 10 

cells within the viscosity affected near-wall region to be 

able to resolve the mean velocity and turbulent 

quantities in that region. 

 

 
(a) 

 
(b) 

Fig. 5. Comparison of non-dimensional turbulent 

kinetic energy profiles using (a) coarse mesh with wall 

function (SWF), (b) fine mesh with near-wall modeling 

(EWT). 

B. Selection of more appropriate near wall 

treatment  

All different near wall treatments available in Fluent 

were tested: Standard wall function “SWF”, Non 

equilibrium wall function “NEWF” and Enhanced wall 

treatment “EWT”.  

Results of mean streamwise velocity u+ and turbulent 

kinetic energy k+ profiles are presented in Figs. (7) and 

(8).  

For the two test cases, channel flow and room air 

distribution, a fine mesh (respectively 500×57 and 

45×38) was used for enhanced wall treatment “EWT”, 

while a coarse mesh (respectively 500×19 and 45×12) 

was used for standard wall function “SWF” and non-

equilibrium wall function “NEWF”. 

For the first test case (plane channel flow), Fig. 7 

presents simulation results: mean streamwise velocity u+ 

(Fig. 7(a)) and TKE k+ (Fig. 7(b)) profiles, with DNS 

data of Moser et al. (1999) for Reτ = 590.  
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(a) 

 

 
(b) 

Fig. 6. Standard wall function using fine mesh  

(a) non-dimensional mean stream wise velocity profiles 

(b) non-dimensional turbulent kinetic energy profiles 

On the one hand, standard “SWF” and non equilibrium 

“NEWF” wall functions need a coarse mesh (Fig. 1.a). 

The first node should be at y+>30. Figure (7) shows that 

standard “SWF” and Non equilibrium “NEWF” wall 

functions predict well velocity profiles for y+>30 and 

TKE profiles for y+>60. 

However, these near wall treatments are not able to 

provide details about velocity and TKE in the viscous 

and buffer layers. If these treatments are used, it is 

possible to provide an accurate description of TKE by an 

analytical equation and velocity by solving an ordinary 

differential equation “ODE” (Absi, 2009). These 

treatments could be therefore associated to this simple 

and efficient analytical method.  

On the other hand, enhanced wall treatment “EWT” 

needs a finest mesh in the viscous sublayer (Fig. 1(b)). 

 

 
(a) 

 

 
(b) 

Fig. 7. comparison between predicted profiles using 

standard k-ε model with different wall treatments and 

DNS data for test case 1 plane channel flow. (a) mean 

stremwise velocity, (b) turbulent kinetic energy 

The first node should be at about y
+≈1. Figure (7) shows 

that the velocity profile is more accurate and well 

predicted even in the viscous and buffer layers than that 

standard “SWF” and non equilibrium “NEWF” wall 

functions. However, TKE is underestimated (Fig. 7(b)). 

This has no effect on velocity profile but can provide an 

underestimated eddy viscosity/diffusivity which could 

be involved in predicted particles concentrations.  

In order to investigate the effect of standard k-ε model 

on the TKE profile which is underestimated by “EWT” 

(Fig. 7.b), a comparison with an advanced RANS 

models; Re-Normalisation Group “RNG” k-ε model 

(Yakhot et al. 1992), is done. 

Figure (8) shows that RNG k-ε model provides a very 

small improvement for velocity and TKE. Since the 

difference is negligible, the underestimation of TKE 

seems therefore not related to the used turbulence model 

but associated to the near wall treatment. 
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(a) 

 

 
(b) 

Fig. 8. Comparison between predicted profiles using 

standard and RNG k-ε models with enhanced wall 

treatmant “EWT” and DNS data for test case 1 plane 

channel flow. (a) mean stremwise velocity, (b) turbulent 

kinetic energy  
 

The second test case (benchmark test for a room air 

distribution), presents simulation results: mean velocity 

u+ (Fig. 9(a) and 9(c)) and turbulence intensity (Fig. 9(b) 

and 9(d)), with experimental data obtained by laser-

Doppler anemometry (Nielsen, 1990). 

Figures 9(a) and 9(c) present mean velocity u+ 

respectively at x=3m (1/3 L) and x=6m (2/3 L) while 

Figs. 9(b) and 8(d) present turbulence intensity u’ 

respectively at x=3m and x=6m. Figures (9) show that 

for 0< y/H<0.2 and 0.8< y/H<1, wall functions (“SWF” 

and “NEWF”) didn’t provide values, only “EWT” 

provides results. This is due to the required mesh and 

first near wall node.  

Predicted mean velocity profiles with the different near-

wall treatments are quite similar (Figs. 9(a), 9(c)) for 0.2 

<y/H<0.8. However, “EWT” provides velocities near the 

walls (where wall functions are unable to provide 

values) but needs more computation time.  

More important scatter is shown for RMS fluctuation 

velocities at x=3m (Fig. 9(b)). All near-wall treatments 

fail to predict RMS fluctuation velocities for 0.2 

<y/H<0.5. NEWF seems to be the less accurate. In 

contrast, at x=6m (Fig. 9(d)) wall functions seem more 

accurate for 0.6 <y/H<0.8.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 9. Comparison between predicted profiles using 

standard k-ε model with different wall treatments and 

experimental data for test case 2 benchmark test for a 

room air distribution. (a) mean velocity at x=3m, (b) 

RMS fluctuation velocity at x=3m, (c) mean velocity at 

x=6m, (d) RMS fluctuation velocity at x=6m. 
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At x=3m, EWT provides accurate velocity (Fig. 9(a)) 

and RMS (Fig. 9(b)) for 0.8 < y/H < 1. However, it 

under-predicts velocity for 0 < y/H < 0.2 (Fig. 9(a)). At 

the opposite, at x=6m velocities obtained by EWT are 

well predicted for 0 < y/H < 0.2 (Fig. 9(c)) while they 

are under-predicted for 0.8 < y/H< 1. These observations 

suggest that the flow is well predicted near the inlet and 

the outlet. At 3m, the flow is well predicted in the upper 

part (inlet), while at 6m the flow is better described in 

the lower part (outlet). This could be related to 

recirculation zones which are not well described in these 

simulations.  

4. CONCLUSIONS  

Airflow simulations with different near-wall treatments 

were applied to two test cases.  

The first test case, is the fully developed plane channel 

flow, similar to a flow through a long corridor in a 

building, simulation results: i.e. mean stream wise 

velocity and TKE profiles, were compared to DNS data 

for Reτ = 590. Standard “SWF” and non equilibrium 

“NEWF” wall functions need a coarse mesh. The first 

node should be at y+>30. “SWF” and “NEWF” wall 

functions predict well velocity profiles for y+>30 and 

TKE profiles for y+>60. However, they are not able to 

provide details about velocity and TKE in the viscous 

and buffer layers. Enhanced wall treatment “EWT” 

needs a finest mesh in the viscous sublayer. The first 

node should be at about y+ ≈1. Velocity profile is more 

accurate and well predicted even in the viscous and 

buffer layers. TKE is underestimated; this could provide 

an underestimated eddy viscosity/diffusivity and 

therefore could have an effect on predicted temperature 

and particles concentration. Simulations do not show 

any difference between standard and RNG k-ε models. 

The underestimated TKE seems therefore associated to 

near wall treatments.  

For the second test case, which is a benchmark one for a 

room air distribution,  simulation results for mean 

velocity and turbulence intensity (at x/L=1/3 and 2/3) 

were compared to experimental data. No values obtained 

for all simulations, by wall functions (SWF and NEWF) 

in the case of 0< y/H<0.2 and 0.8< y/H<1, only “EWT” 

provides results. This is due to the required mesh and 

first near wall node. Predicted mean velocity profiles 

with different near-wall treatments are quite similar for 

0.2 <y/H<0.8. However, “EWT” provides velocities near 

the walls where the wall functions are unable to provide 

values. At x=3m (x/L=1/3), all near-wall treatments fail 

to predict measured RMS velocities u’ for 0.2 < y/H < 

0.5. EWT provides accurate velocity and RMS for 0.8 < 

y/H < 1. However, it under-predicts velocity for 0 < y/H 

< 0.2. At the opposite, for x=6m (x/L=2/3), velocities 

obtained by EWT are well predicted for 0 < y/H < 0.2 

while they are under-predicted for 0.8 < y/H < 1. These 

observations suggest that the flow is well predicted in 

the upper part at x=3m (inlet), while it is better 

described in the lower part at x=6m (outlet). This seems 

to be in relation with recirculation zones, which are not 

well described. More advanced models with adequate 

near-wall treatments are needed for an efficient 

simulation of indoor airflow distribution. In our future 

work, we will access Low Reynolds Number models.  
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