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ABSTRACT

This paper presents a direct second-order finite-difference solution of the two-point boundary value
problem derived from the classical third-order Blasius problem using the Crocco-Wang transforma-
tion. Noting the end-point singularity introduced by the Crocco-Wang transformation due to a zero
boundary condition, the method provides special handling of this singularity to ensure second-order
accuracy. Additionally, the method uses an extrapolation procedure to obtain results of increased ac-
curacy. We compare our computed solution with an approximate analytical solution and numerical
solutions previously reported and find that our results are in excellent agreement.

Keywords: Finite-differences; Tridiagonal linear system; Second-Order accuracy; Wynn’s extrapo-

NOMENCLATURE

lation.
F nonlinear function vector
h mesh size
j space index
Jr Jacobian matrix
p order of accuracy
x,y transformed variables

1. INTRODUCTION

We consider the numerical solution of the
third-order differential equation, well known in
the literature as the Blasius equation (Blasius
1908), which describes the laminar viscous flow
of fluid over a flat plate. This equation takes the
form

d3f d2f
dTP—H(de]Z_Q 0<n <o, (D

in which vy is a constant. Additionally (1) must
satisfy the following boundary conditions:

=Y _otrn=0, Y _tanoe)

dn dn

The solution of the boundary value problem de-
scribed by (1)—(2) is characterized by the value
o = d’f/dn* at n = 0. Using the change of

o d*f/dn*(0)

entries in the extrapolation table

Y constant used in the Blasius equation

n independent variable in the physical
problem

variables

At
-4

_ay

y_dT]z’ 3)

Wang (Wang 2004) transformed the Blasius
problem (1)—(2) to

Yi4yi=0, o0<x<l, @)
y

subject to the boundary conditions
Y'(0) =0, and y(1) =0, (5)

where the prime denotes differentiation with re-
spect to x. This transformation is also attributed
to Crocco (Crocco 1941) who demonstrated the
equivalence of (4)—(5) and (1)—(2) in the early
1940’s.

Several direct analytical treatments of the Bla-
sius problem (1)—(2) have focused on obtaining
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series solutions involving 1 and .. For instance,
the Adomian Decomposition Method (ADM)
is used by Wazwaz (Wazwaz 2000), (Wazwaz
2001), (Wazwaz 2007). The works of Yu et al.
(Wynn 1998), Kuo (Kuo 2004)—(Kuo 2005),
Singh et al. (Singh and Chandarki 2012), and
Peker et al. (Peker et al. 2011) use the Differ-
ential Transformation Method (DTM). A differ-
ent approach known as the Homotopy Analy-
sis Method (HAM) is used by Liao (Liao 1999)
and Zhao et al. (Zhang and Chen 2013). The
DTM technique in conjunction with Padé ap-
proximation has been used in Thiagarajan et al.
(Thiagarajan and Senthilkumar 2013) in the
study of MHD flows with suction and blow-
ing where the Blasius problem occurs as a part
of the solution process. He (He 2003) uses
a method known as the Variational Iteration
Method (VIM), which is also used by Wazwaz
(Wazwaz 2007), Moghimi et al. (Moghimi et al.
2006), Liu et al. (Liu and Kurra 2011), and
Sajid er al. (Sajid et al. 2015). Taylor Se-
ries methods have met with some success in
Lal et al. (Lal and Paul 2014), and Asaithambi
(Asaithambi 2005). Other analytical/series so-
lution methods include those of Ahmad (Ah-
mad 2007)—-(Ahmad and Albarakati 2009), and
Hashim (Hashim 2006). Recent works by Ah-
mad (Ahmad 2007) and Robin (Robin 2013)
have used the version (3)—(4) resulting from ap-
plying the Crocco-Wang transformation to (1)—
(2). These methods don’t have to truncate the
physical domain to obtain a finite computational
domain, and use a method that resembles shoot-
ing to obtain the unknown initial value oo = y(0).

Existing non-series, numerical treatments of
the Blasius problem (1)—(2) fall into at least
two categories. Methods of the first kind in-
volve truncating the semi-infinite physical do-
main 1M € [0,%0) to a finite computational do-
main 1 € [0,M] for some finite value of N,
which is either determined as part of the so-
lution or set at an arbitrarily large value. The
methods of Asaithambi (Asaithambi 2004a)—
(Asaithambi 2004b) and Ishak er al. (Ishak
et al. 2007) use finite-difference and finite-
element approaches, and the methods of Cortell
(Cortell 2005), Zhang et al. (Zhang and Chen
2009), and Liu (Liu 2013) use initial-value
techniques (shooting). The second category of
methods, used by Boyd (Boyd 1999), Azizi
et al. (Azizi and Latifizadeh 2014), and Parand
et al. (Parand and Taghavi 2009), (Parand et al.
2010), (Parand et al. 2013), have been more
successful in handling the semi-infinite physi-
cal domain without truncating it, and they use
spectral methods with various bases.

In the present paper, we develop a simple finite-
difference method that is applied directly to (4)—
(5), instead of (1)—(2). While the use of finite
differences is fairly straightforward, the singu-
larity at x = 1 in (4) reduces the order of ac-
curacy. This paper describes how the effects
of this singularity can be corrected so that the
second-order accuracy is not impacted nega-
tively. Finally, an extrapolation procedure, ap-
plied to the results obtained using coarse grids
for discretization, is used to obtain superior re-
sults and reproduce those of higher accuracy re-
ported previously by other researchers.

2. METHOD OF SOLUTION

We divide the interval [0,1] into N subinter-
vals of length 7 = 1/N, and define x; = jh for
Jj=0,1,---  N. Then, we let y; denote the value
of y(x;), and discretize (4) using a second-order
finite-difference formula for the derivatives in-
volved at x =x; for j=1,2,--- ,N—1as

. _2 _|_ . X
Yj—1 Yj YJ+1+,Y7]

=0. (6)
h2 yj

The boundary conditions (5) are discretized as

3yo — 4y; +
SRR =0, =0 )
We rewrite (6) as

2 Xj
Yji-1=2yj+yjt1+vh” = =0, ®)

J

for j=1,2,--- ,N—1,and (7) as

3y0—4y1 +y2=0, yy =0. )
If we let
Jo=3yo—4y1+y2,
.
fi=Yj-1=2yj+yjs1+yhH )T]-’ (10)
J

N=yN

then (8)—(10) may be equivalently written in the
form F(y) = 0, where

F=[fo fi
y=[o »

fvo1 o fv] "

T
YN—-1 YN] .
We use Newton’s method to solve the nonlinear
system thus obtained. Let us suppose that we
start with an initial guess for y as

T
y<0>:[(<)0> WO L0 (0)].
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Let
9fo Ifn
9o dyN
)=+ . ], (11)
afn ... O
N dyn
and
(k) *) w]"
Ay Z[Ayo ool (12)

Then, we can obtain successive iterates for the
solution using

yED =y O L A0 k=0,1,--, (13)
where Ay(k) is obtained by solving the equation
Jr(y®) Ay = —F (y1). (14)
In (13)-(14), Jr (y(k)) denotes the Jacobian ma-

trix evaluated at y*). Using (10) and (11)-(12)
in (14) yields

3y —any + ) = — 1Y, (15)
with
1 =38 a4y ), (16)
and,
k k k k
aip\W 4+ ba Y et = - ar
for j=1,2,--- ,N—1, with
aj = 17
KN\ 2
bj=-2 *Yhzxj/(y; )) ;
(18)
cj=1, and
k k k k
fi= 03 =2+, g ).
Finally, we also have
M =y, (19)

As evident, the linear system described by (15)—
(19) has at most three unknown involved in each
equation. Such a system is commonly referred
to as a tridiagonal system. However, in a normal
tridiagonal system, the first and the last equa-
tions typically contain at most two unknowns.

In the present system, the first equation contains
three unknowns, Ay(()k>,Aygk>, and Aygk). Noting
that the second equation in the system also in-
volves the same three unknowns, we combine
the first and the second equation to eliminate

Ay(()k> from the system as described below.

First, we rewrite (15) as
k
Ay = L anyl — Ay — 0] (20)

Then, using (20) and (16) in (17), with j =1,
we rewrite (17) (corresponding to j = 1) as

biayY 4 aay) = —f1 : 1)
with

by =b+ a1,

& =c1—3ay, (22)
T
Specifically,

b= (=3 =/ O1)7),
Aa =5 (23)

AP = 07 =2 433 it y) -
(3y<())—4y5 )+y§))-

Now, the linear system represented by (21),
(17), and (19) is a true tridiagonal system and
can be solved efficiently. For this purpose we
let

k k
a = pj—aqvify (24)
for j=1,2,---,N—1, and derive formulas for
Pj and qj -
From (21), we see that
<) ~
w_ [ _h <01> (0)
Ay =l —— | \|= Ay s
1 b, b, 2

from which we conclude that

f’” G
pr=\|——=1, andq = (,\) . (25)
1 ) 1 b

Then, with Ay, = p; -1 — g1/ in (17),
we get

a; (ijl - Qj—lAYEk)) +bjAy5‘k> +chy§-]21 = —f;k)
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which can be rewritten as

k k k
(bj—ajg )W +eml), =119 —ajpjy,
so that
(®)
—fi —ajpj ¢j
pji=—F)——andg;=—"—"—,(20)
T bi—ajgi Tbj—ajq4

for j =2,3,--- ,N—1. We use the boundary
condition yy = 0 in (9) and set y]<\l,() =0forall k

so that Ay](\l,() = 0 for all k as well. Thus, once p;

and ¢; have been computed for j=1,2,--- ,N —

1 as described by (25) and (26), we can compute
AW for j=N—1,N—2,--- 0, using (24).
We can repeat the calculations corresponding to
(13) until

1AyH | <€ 27)

for some prescribed error tolerance €.

We are now ready to present our computational
method as an algorithm.

ALGORITHM. [Solves the transformed Bla-
sius problem (4)—(5) using finite differences .]

1. Inputy, N, & h < 1/N. k0. y\) 0.

(0)

2. for j« 0to N {x; < jh;y;" < guess}.

3. repeat through step 10 until (27) is satis-
fied.

4. Use (17) to compute aj,bj,cj,f;k).

5. Use (23) to compute bAl ,C1 ,fl(k).
6. Use (25) to compute py, g

7. Use (26) to compute p;,q;.

8. Ayg\lf) + 0. Use (24) to compute Ay;”.
9. Use (20) to compute Ay(()k>.

10. Update y using (13). k < k+ 1.

3. RESULTS AND DISCUSSION

Numerical investigations have mainly consid-
ered two instances of (1)-(2), y=1andy=0.5.
Cortell (Cortell 2005) studied the Blasius prob-
lem for other values of y. Other works have
considered both instances of the Blasius prob-
lem as special cases of the Falkner-Skan equa-
tion (Asaithambi 2005)—(Asaithambi 2004b),

(Zhang and Chen 2009), (Liu 2013), (Azizi and
Latifizadeh 2014).

All of the series methods and the non-series
methods reported in the literature produce o0 =
£7(0) = y(0) ~ 0.469600 for y= 1, and o0 =
7 (0) = y(0) ~ 0.332057 for Y= 0.5. Liu (Liu
2013) and Zhang et al. (Zhang and Chen 2009)
have focused on obtaining higher accuracy and
they report values of 0.4695999889 (Liu 2013)
and 0.3320573362 (Zhang and Chen 2009) for
Y= 1 and 7= 0.5 respectively. The method
of this paper produces the results of f”(0) ~
0.469599 and f”(0) ~ 0.332057 for y=1 and
v = 0.5 respectively, when N = 20000 and € =
108 are used.

Cortell (Cortell 2005) has studied the Blasius
problem in the form af” + ff” = 0 (where
a > 0 is a constant). In the notation of the
present paper, a = 1/v. The results obtained by
the present method for y(0) for several values of
v are presented in Table 1 to compare with the
corresponding values reported in (Cortell 2005).

Table 1 y(0) For Other Values of y

a=1/y| Present | Cortell (Cortell 2005)
1.2 0.42868418 0.42868
1.5 0.38342678 0.38342
1.8 |0.35001916 0.35002

Estimating Order of Accuracy. Since the ex-
act value of the quantity o = d”f/dn? is gen-
erally unknown, we estimate the order of accu-
racy of the method by computing the value of o
for three different grid sizes Ni, N, and N3 sat-
isfying N3 = 2N, = 4N; (doubling the number
of grid points or halving the mesh size & each
time).

With ey = a— oy, we represent the behavior of
the error as

K
eNl ZOC—OLNI ~ W7 (28)
1
K K
ENQZOL*OCNZ%W = aNe (29)
2 1
K K
3N3:(x7(XN3zN7§, :W, (30)

so that
eN, —eN, = Oy, — Oy, =~ 0.75K/N{7, 31
eN, —eN; = Oy — Oy, =~ 075K/N§ (32)
Finally, since N, /N; = 2, we have

O, — Oy 5p
~ 27,
Oy; — O,
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which yields

oy, — O
b (NzM)/logz,
(XN3—(XN2

Table 2 Estimating order of accuracy

(33)

N Oy oy — Ol Order
10000 | 0.46959795 - -
20000 | 0.46959904 | 1.09 x 10~° -
40000 | 0.46959954 | 5.05x 1077 | 1.11
80000 | 0.46959978 | 2.34x 10~7 | 1.11

As evident from Table 2, the method is only
first-order accurate, even though we have con-
sistently used second-order finite differences,
and we have used very fine mesh sizes to pro-
duce the results reported in Table 1. The rea-
son for this is the singularity at x = 1 due to
the boundary condition y(1) = 0, introduced by
the Crocco-Wang transformation. In order to
minimize the impact of this singularity without
complicating the method any further, and for the
purpose ensuring second-order accuracy of the
method, we proceed as follows.

Reducing the effects of singularity at x = 1.
We replace the boundary condition in (5) with
the condition

y(0) =0, and y(1) = s, (34)

where s > 0 is a positive parameter. The de-
sired solution of (4)—(5) may be obtained by ap-
plying an appropriate correction to the solution
obtained by using the boundary condition (34)
instead of the boundary condition (5). We de-
termine such correction(s) as follows.

If we denote by y(x;s) the solution obtained
using the boundary condition involving s, and
let u(x;s) = dy/ds, then (4) subject (34) can be
used to describe u as satisfying

u”—y;—zuzo, 0<x<l1 (35)
subject to the boundary conditions
u'(0)=0, and u(1) = 1. (36)

The boundary value problem described by (35)—
(36) can be solved using our method in the same
manner as done previously for (4)—(5). Note
that there is no singularity involved in (35)—(36)
and thus the second-order accuracy will not be
impacted negatively.

Now, the value of y(0;0) represents the desired
value 0. We may use Taylor series for y(x;s)
around s in the form

3(0:0) = 5(0:5) = 5[y ()] + O).
~ y(0;s) — su(0;s).

We call (37) the first-level correction to the so-
lution y(0;s).

Table 3 and Table 4 show the results obtained
using the first-level correction (37) for s = 0.01
and s = 0.001. In both tables, the order of ac-
curacy has been estimated exactly in the same
manner as was done for the results reported in
Table 2. As can be seen from these results, the
method achieves second-order accuracy.

Table 3 Computed a and Order of Accuracy
With First-Level Correction (s = 0.01)

N Oy oy — Oy Order
10000 | 0.46932558 - -
20000 | 0.46932561 | 2.49 x 1078 -
40000 | 0.46932562 | 7.37x 1077 | 2.00
80000 | 0.46932562 | 1.84x 1078 | 2.00

Table 4 Computed a and Order of

Accuracy
With First-Level Correction (s = 0.001)
N Oy Oy — Oy Order
10000 | 0.46958518 - -
20000 | 0.46958543 | 2.49 x 1077 -
40000 | 0.46958549 | 6.37x 1078 | 1.97
80000 | 0.46958551 | 1.60x 108 | 1.99

It is possible in a similar manner to proceed to
obtain the next level correction to y(x;s). For
this purpose, we define v(x;s) = du/ds and de-
rive the boundary value problem for v(x;s) as
described by (38)—(39):

V ey S vy =0,  0<x<1 (38
y y

subject to the boundary conditions

Vv/(0) =0, and v(1) = 0. 39)
Note again that there is no singularity involved
in (38)—(39), and the second-order accuracy of
the method will not be impacted negatively.
Since v = du/ds = 9%y /ds?, the Taylor series in
(37) can be continued in the form

¥(0;0) = y(0;5) — su(0;5) + Ls2v(0;5) + O(s”).
(40)

We will call (40) the second-level correction.
These corrections may be continued in this
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Table 5 Computed a and Order of Accuracy
With Second-Level Correction (s = 0.01)

N on oy — Oy Order
10000 | 0.46950957 - -
20000 | 0.46961365 | 4.40x 1078 -
40000 | 0.46962465 | 1.10x 1078 | 2.00
80000 | 0.46962740 | 2.75x 1072 | 2.00

manner, but if s is chosen small enough, the
higher order O(s®) terms and beyond may be
neglected. Table 5 and Table 6 show the results
obtained using the second-level correction (40)
for s = 0.01 and s = 0.001. In both tables, the
order of accuracy has been estimated exactly in
the same manner as was done for the results re-
ported in previous tables. As can be seen from
these results, the method achieves second-order
accuracy.

Table 6 Computed o and Order of

Accuracy
With Second-Level Correction (s = 0.001)
N Oy Oy — Oy Order
10000 | 0.46959392 - -
20000 | 0.46959427 | 3.58 x 10~ -
40000 | 0.46959437 | 9.26x 1078 | 1.95
80000 | 0.46959439 | 2.34x 1078 | 1.98

It is not surprising that when a large value of s
and a coarse mesh size (small N) are used, the
value of o obtained is farther away from the ex-
pected value of 0.469600 (for Y= 1). On the
other hand, when a higher value of s is used (the
farther it is from 0), we achieved second-order
accuracy with coarser meshes. This means that
higher level corrections could be added to these
results without sacrificing second-order accu-
racy.

In Table 7, we present results obtained for var-
ious values of s (including s = 0) and for var-
ious mesh sizes for comparison purposes and
to make some observations. As the value of s
gets closer to s = 0, the order of accuracy suf-
fers when coarser meshes are used, as we are
nearing the singularity at x = 1. However, for
such small values of s, by going to finer mesh
sizes, it is possible to get results much closer to
the expected result, while maintaining second-
order accuracy. While the results obtained us-
ing 0.001 or smaller values for s exhibit only
exhibit first-order accuracy for moderate mesh
sizes, the results reported in Table 2 and Table
3 with finer mesh sizes exhibit second-order ac-
curacy when s = 0.001 is used.

Extrapolation. With further experimentation,

Table 7 Comparing Computed o as s is

varied

N s =10.001 | s=0.0001 s=0
100 | 0.469243 | 0.469243 | 0.469243
200 | 0.469434 | 0.469434 | 0.469434
500 | 0.469541 0.469541 | 0.469541
1000 | 0.469572 | 0.469573 | 0.469573
2000 | 0.469586 | 0.469588 | 0.469588
5000 | 0.469593 | 0.469596 | 0.469596
10000 | 0.469594 | 0.469598 | 0.469598

we learned that instead of using large N (fine
meshes), an extrapolation procedure applied to
a sequence of results obtained for several, much
smaller values of N (coarse meshes), was able
to provide us with results with greater accuracy.
The extrapolation procedure we use is due to
Wynn (Wynn 1962), known as the Wynn’s €-
algorithm, and is described as follows:

Suppose the sequence of values for y(0) ob-
tained using multiple values of N be denoted by
Sn. Wynn’s algorithm proceeds by considering
S, as a column of values denoted by eé”), and

calculates several subsequent columns, 81(:’) for

k=1,2,---, using the formula

(n) (n+1) 1
g, =€ +—,
k1~ Skl 8/((n+1) _el((n)

(41)

where we set s(lll) = 0 for all n. Then the se-
quence sg';() for k > 0 is a faster converging se-

quence when compared to 8(@.

columns eglil for k > 0 are intermediate val-

ues and need not be presented. Further anal-
ysis of extrapolation techniques in general and
Wynn'’s epsilon process in particular, along with
their convergence properties can be found in
Sidi (Sidi 1996), (Sidi 2002), (Sidi 1979), (Sidi
2014).

The entries in

Shown in Table 8 are the results we obtained
for y(0) with y= 1, and Table 9 shows the re-
sults corresponding to Y= 0.5. Itis evident from
these results that the Wynn’s epsilon process en-
ables us to improve on the results obtained with
coarser mesh sizes. In both Table 8 and Table
9, the column labeled 8(()") contains the values
of y(0) computed using our method and the re-
maining columns contain the values generated
by the Wynn'’s €-algorithm.

By applying the Wynn’s e-algorithm with sev-
eral additional mesh sizes of N, the method has
been able to achieve increased accuracy in the
computed y(0). For instance, starting with N
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Table 8 Wynn’s € Array for y=1

N elt) el gl
100 | 0.469243 | 0.4696040 | 0.469600
200 | 0.469434 | 0.4696004
400 | 0.469524 | 0.4695999
800 | 0.469565

1600 | 0.469584

Table 9 Wynn’s € Array for Y= 0.5

N 8E)n) 8gn) 8‘(111)
100 0.331805 | 0.332060 | 0.332057
200 0.331940 | 0.332058
400 0.332003 | 0.332057
800 0.332033
1600 | 0.332046

as small as 2, and doubling it each step until
N = 4096 to produce the first column in the
Wynn e-array, the present method produces a
value of y(0) ~ 0.4695999886 for y= 1, and
¥(0) ~ 0.3320573362 for y = 0.5, which are in
strong agreement with the previously obtained
high-accuracy values of Liu (Liu 2013), and
Zhang et al. (Zhang and Chen 2009).

Comparison with series solutions. It is impor-
tant to note the significance of the works that
have focused on obtaining series solutions. The
main advantage of the series approach is that
the singularity at x = 1 does not impact the me-
chanics of obtaining the series terms. However,
many authors have repeatedly pointed out the
slow convergence of the series solutions. For
this purpose, the works of Ahmad et al. (Ah-
mad and Albarakati 2007), Peker et al. (Peker
etal 2011), and Thiagarajan et al. (Thiagarajan
and Senthilkumar 2013) have constructed Padé
approximants. Ahmad et al. (Ahmad and Al-
barakati 2009) provides the short analytic ex-
pression

df _om+ =s02n* +aexp(4m>—1)
dn 1+ ghonPaexp(in?—1)

)

with ot~ 0.332057, a ~ 2.88 x 10° for the spe-
cific case corresponding to Y= 0.5. We use the
above expression to compute df/dn or x, and
d?f/dn? or y for values of 1 ranging from 0 to
5, so that we could compare their results with
the results of the present method. In Fig. 1,
we show the plot resulting from their analyti-
cal expression, and our solution in red. As can
be seen, the plots coincide indicating excellent
agreement.

y=d*f/dn?

0.3 1

0.2 1

T T T

02 04 06 08 1.0

x=df/dn
Fig. 1. Comparison with Ahmad et al.
(Ahmad and Albarakati 2009).

4. CONCLUSIONS

This paper presents a simple computational
procedure for solving the Blasius problem by
applying finite-differences directly to the ver-
sion obtained by using the Crocco-Wang trans-
formation. The end-point singularity arising
from a zero boundary condition when using
the Crocco-Wang transformation on the Blasius
problem has an adverse impact on the second-
order accuracy of the finite-difference method
even when fine mesh sizes are used. By set-
ting the zero boundary value to a small nonzero
value s, and calculating first- and second-level
corrections to the solution obtained with this
nonzero boundary condition, the method is able
to produce excellent results while still main-
taining second-order accuracy. The efficacy
of the method is further enhanced by applying
an extrapolation procedure such as Wynn’s €-
algorithm. The method produces results that are
in excellent agreement with the high-accuracy
results previously reported in the literature.
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