
 
Journal of Applied Fluid Mechanics, Vol. 16, No. 11, pp. 2235-2248, 2023.  

Available online at www.jafmonline.net, ISSN 1735-3572, EISSN 1735-3645. 

https://doi.org/10.47176/jafm.16.11.1942 

 

 

 

Numerical Analysis of Transient Vortex Formation at the Outlet of a 

Tank Containing Gas-Liquid Phases 

M. Mohseni1† and M. K. Domfeh2 

1 Department of Mechanical Engineering, Qom University of Technology, Qom 37181 46645, Iran 
2 Earth Observation Research and Innovation Centre (EORIC), University of Energy and Natural Resources, P. O. Box 214, 

Sunyani, Ghana  

†Corresponding Author Email: m.mohseni@qut.ac.ir 

 

ABSTRACT 

One of the basic phenomena when a liquid leaves a tank is the formation of 

vortices. This phenomenon can have a significant impact on the liquid mass 

remaining in the tank and the ingress of air and bubbles into the system. As a 

result, the performance of the system can be disturbed. The purpose of this study 

is to numerically investigate the effect of gas pressure on vortex formation and 

critical height. It also verifies the relationships presented for turbulent viscosity. 

In addition, the near-wall behavior of the analytical relationships proposed for 

the tangential velocity is revised based on the boundary layer theory. Some 

common effective factors such as angular velocity, discharge time, and liquid 

height are also investigated. The volume of fluid (VOF) model and the 

Transitional SST k-ω turbulence model were used to solve the two-phase 

turbulent flow. The results show that increasing the gas pressure from 1 to 5 bar 

and its direct impact on the liquid surface significantly accelerates the formation 

of the vortex and the critical height. This phenomenon causes the air core to 

reach the inlet of the outlet pipe approximately 7 seconds earlier after the start 

of the liquid discharge. As a result, much more liquid mass remains in the tank. 

The increase in the angular velocity of the reference frame from 0.1 to 1 rad/s 

also causes the critical height to be reached much earlier and the remaining liquid 

mass to increase by 32 kg. In addition, the amount and variations of turbulent 

viscosity differ significantly from the semi-empirical constants, limiting their 

use to certain flows.  
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1.    INTRODUCTION 

Gas-liquid two-phase flow exists in many industrial 

applications, including liquid fuel tanks (Karimi et al., 

2010, Li et al., 2019). In these tanks, the two gas and liquid 

phases are juxtaposed until the end of the engine operation 

(Li et al., 2019; Zuo et al., 2021). In fact, a pressurized gas 

supply system is required to pressurize the fuel and 

oxidizer in the propellant tanks and transfer them to the 

combustion chamber at the required flow and pressure. 

The outflow of liquid propellant from the tanks is 

associated with the formation of vortices (Agarwal et al., 

2104). Other examples are the air-core vortex in the 

turbine inlet in the upstream tank of a hydroelectric power 

plant, the pump inlet in a pumping system, or generally in 

front of hydraulic inputs (Suerich-Gulick1 et al., 2014; Zi 

et al., 2021). 

The vortex phenomenon has in some cases destructive 

effects on system performance, such as reduced flow, 

reduced efficiency of hydraulic machines (pumps and 

turbines), noise production, harmful vibrations, and 

damage or corrosion of components (Trivellato, 2010; 

Jochmann et al., 2006; Kabiri-Samani & Borghei, 2013; 

Agarwal et al., 2014; Suerich-Gulick1 et al., 2014; Wang 

et al., 2011) and/or instability of hydraulic machines (Zi et 

al., 2021; Kan et al., 2023). Delaying the time of vortex 

formation can be an important step to improve system 

performance. In some cases, a vortex breaker or anti-

vortex plate is used to prevent or reduce the strength of the 

vortex (Jochmann et al., 2006; Trivellato, 2010). In 

general, the reasons for vortex formation are (Agarwal et 

al., 2104; Trivellato, 2010): 

1. Asymmetric geometry at boundaries.  

2. Asymmetric flow as it approaches the outlet.  
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NOMENCLATURE    

d Pipe diameter (m)  α Volume fraction 

k Turbulent kinetic energy (m2/s2)  γ Fluid thermal conductivity (W/m.K) 

p Fluid pressure (Pa)  Γ Circulation (m2/s) 

Q Volume flow rate (m3/s)  ε Dissipation rate of turbulent kinematic energy (m2/s3) 

r Radius (m)  θ Tangential direction in cylindrical coordinates 

rm Radius at maximum tangential velocity (m)  µ Dynamic viscosity (kg/m.s) 

�̅� Dimensionless radius (r/rm)  µt Turbulent viscosity (kg/m.s) 

R Local tank radius (m)  ν Kinematic viscosity (m2/s) 

�̅� Dimensionless radius (r/R)  ρ Fluid density (kg/m3) 

t Time (sec)  Ω Angular velocity (rad/s) 

T Temperature (K)  ω Specific dissipation rate in k- ω turbulence model (m2/s3) 

v, u Velocity components (m/s)    

𝑉𝜃 Tangential velocity (m/s)    

𝑉𝜃𝑚 Maximum tangential velocity (m/s)    

z Longitudinal coordinates of the tank (m)    

 

3. Non-uniform velocity distribution due to 

boundary layer separation (flow regime 

instability).  

4. Effect of ground Coriolis force and the presence 

of pre-rotation before fluid discharge. 

So far, many efforts have been made to solve the 

problems related to vortex formation, even in recent years 

(Zi et al., 2021, 2022; Kan et al., 2023). Many researchers 

have attempted to provide analytical relationships for the 

velocity components and critical height in a vortex stream 

by simplifying the mass continuity and Navier-Stokes 

equations (Odgaard, 1986; Wang et al., 2011). Given the 

advantages of analytical solutions, efforts have been made 

to do so even recently (Sun & Liu, 2015; Azarpira & 

Zarrati, 2019). However, in cases where the fluid 

container has a significant deviation from the 

axisymmetric state, or the inputs and outputs are not in the 

same direction, or the vortex breaker is installed, these 

relationships will not be able to accurately predict the flow 

behavior. 

In parallel with the analytical work, many attempts 

have been made through experiments and numerical 

simulations. In general, these studies investigate some 

phenomena and topics, such as the formation of vortices 

in specific geometries, for example in tanks and turbines, 

the details of vortex formation, such as critical height, 

velocity components, and structure of vortices (Basu et al., 

2013; Agarwal et al., 2104; Naderi et al., 2019; Zi et al., 

2020), improved analytical relationships (Sun & Liu, 

2015; Azarpira & Zarrati, 2019), the effect of important 

dimensionless numbers such as Reynolds, Weber, and 

Froude (Taştan & Yildirim, 2014; Mahyari et al., 2010), 

the effect of the vortex breaker and its shape (Jochmann et 

al., 2006; Mahyari et al., 2010; Trivellato, 2010; 

Monshizadeh et al., 2018), the use of the vortex for 

thermal energy transfer (Tayyab et al., 2020), and 

sometimes a comparison between the performance of 

turbulence models (Mulligan et al., 2014; Huang et al., 

2017; Domfeh et al., 2020a). Due to the complexity of the 

problem, almost all numerical simulations have been 

performed using commercial software such as Ansys 

Fluent (Mahyari et al., 2010), Ansys CFX (Agarwal et al., 

2014; Mulligan et al., 2014; Ahn et al., 2019), Flow 3D 

(Azarpira & Zarrati, 2019; Huang et al., 2017; Sarkardeh, 

2017), and open source CFD codes such as OpenFOAM 

(Domfeh et al., 2020a). Another powerful software 

capable of solving complex phenomena such as heat 

transfer in supercritical fluids is Star CCM+ (Manda et al., 

2020, 2021, 2022, 2023), which can also be used for 

vortex flows such as the present study (Thingbø, 2013). 

Despite the good studies carried out so far, there is 

still a need for further research in this area, as pointed out 

by Domfeh et al., (2020b). Therefore, in addition to 

investigating the usual effective factors in vortex 

formation and critical height, such as angular velocity, 

discharge time, and liquid height, this study specifically 

investigates the effect of gas pressure on vortex formation 

and the validity of the relationships presented for turbulent 

viscosity in a turbulent vortex flow. It also aims to correct 

the near-wall behavior of the analytical relationships 

presented in the literature for tangential velocity profiles 

using boundary layer theory. 

2.    PROBLEM DESCRIPTION 

The geometry studied is a symmetrical tank, shown 

schematically in Fig. 1. To illustrate the vortex 

parameters, the results are plotted at different cross-

sections of the tank bottom, also shown in Fig. 1. The 

diameter of the inlet and outlet sections of the tank is 0.1 

meters, the diameter of the central section is 0.7 meters 

and the total length of the tank is 1.7 meters. 

Boundary conditions and fluid properties are given in 

Tables 1 and 2, respectively. Optionally, gas and liquid in 

the two-phase flow are considered air and water. The 

surface tension σ between air and water at normal 

temperatures is approximately 0.072 N/m. This value is 

used in the numerical simulation. 

In this study, among the vortex-causing factors 

mentioned in the introduction, only the effects due to the 

rotation of the reference frame were considered. For this 

purpose, two rotation speeds of 0.1 and 1 rad/s are used. 

Also, to investigate the effect of air pressure on vortex 

formation, two pressures of 1 and 5 bar are considered. In 

addition, to create both laminar and turbulent flow 

regimes, the outflow rates are set to 0.3 and 3 kg/s  
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Fig. 1 Schematic of the tank and position of lines to 

display the results 

 

Table 1 Boundary conditions 

Boundry Type Value or Type Unit 

Tank wall insulation --- 

Inlet gas temperature 300 K 

Initial fluid temperature 300 K 

Inlet mass flow rate 0.01, 0.0175 kg/s 

Inlet pressure 1, 5 bar 

Outlet liquid temperature 300 K 

Outlet mass flow rate 0.3, 3 kg/s 

 

Table 2 Water and air properties at pressure 101.325 

kPa 

Fluid T 

(K) 

ρ 

 

(kg/m3) 

Cp 

(J/kg.K) 

k 

(W/m.K) 

µ  

(kg/m.s) 

Water 300 998.2 4182 0.6 0.001001 

Air 300 ideal 

gas 

1006.43 0.0242 1.79⨯10-

5 

 

respectively. Table 3 provides a summary of the 

solution conditions used in this study. 

Table 3 Summary of the solution conditions 

Run 

No. 

Flow 

regime 

Air 

pressure  

(bar) 

Angular  

velocity 

(rad/s) 

Liquid  

flow rate 

(kg/s) 
Run1 Laminar 1 0.1 0.3 

Run2 Laminar 1 1 0.3 

Run3 Turbulent 1 0.1 3 

Run4 Turbulent 1 1 3 

Run5 Turbulent 5 1 3 

 

The most important dimensionless numbers in the 

vortex flow study are the Reynolds number, Re=ρVd/μ, 

the Froude number, Fr=V⁄√gd, and the Weber number, 

We=ρV2d/σ, where the velocity and diameter are based on 

the inlet pipe (Odgaard, 1986; Hite & Mih, 1994). 

Accordingly, for two outlet mass flow rates of 3 and 0.3 

kg/s, the values of the Reynolds number are 38197 and 

3819.7, the values of the Froude number are 0.386 and 

0.0386, and the values of the Weber number are 200 and 

2, respectively. The circulation number, NΓ=Γd/Q, can 

also be important in a free surface vortex flow. However, 

the value of Γ is not constant but a function of space and 

time for each flow condition. 

3.    MODELING PROCEDURE 

The governing equations, the generation and 

independence of the mesh, and the solution method 

applied to the modeling of the two-phase vortex flow 

described in section 2 are discussed below. 

3.1  Governing Equations 

The governing equations include the mass continuity 

equation, the momentum and energy equations, the 

equations of the turbulence model, and the two-phase flow 

equations, which are presented below. 

In this research, the VOF model was used to solve the 

two-phase flow. This model can simulate the behavior of 

two or more immiscible fluids and is more suitable for 

layered and free surface flows (Fluent 6.3 User's Guide, 

2006). The basis of this model is that the volume fraction 

of all phases in each control volume is equal to one. The 

field variables and properties in each cell are common to 

all phases. Therefore, depending on the volume fraction of 

each phase, the properties in each control volume may 

belong to one phase or the whole (combination) of phases. 

This model has been used in almost all numerical 

simulations. The continuity equation for phase q is as 

follows (Fluent 6.3 User's Guide, 2006). 

𝜕

𝜕𝑡
(𝜌𝑞𝛼𝑞) + ∇ ∙ (𝜌𝑞𝛼𝑞𝑽) = 0 (1) 

The volume fraction equation for the first phase is not 

solved but is obtained from the following condition. 

∑ 𝛼𝑞

𝑛

𝑞=1
= 1 (2) 

The phases determine the properties in the transfer 

equations in each control volume. For example, in a two-

phase system, if the phases are denoted by indices 1 and 2, 

then the density in each cell is determined by the following 

0.1 m

0.1 m

0.7 m

1
.7

 m

(mass flow or pressure)

(mass flow)
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relationship (the volume fraction of the second phase is 

followed). 

𝜌 = 𝛼2𝜌2 + (1 − 𝛼2)𝜌1 (3) 

Other properties, such as viscosity, are calculated in 

the same way. In a two-phase flow model, a momentum 

equation is solved over the entire field, and the resulting 

velocity field is divided between the phases. The 

momentum equation depends on the volume fraction of all 

phases through their viscosity and density and is defined 

for turbulent flows as follows 

𝜕(𝜌𝑽)

𝜕𝑡
+ ∇ ∙ (𝜌𝑽𝑽) = 𝜌𝒈 − 𝛁𝑝 + 𝛁. (𝜏 + 𝜏𝑡) (4) 

where 

𝜏 = 𝜇[𝛁𝑽 + (𝛁𝑽)𝑇] − (2 3⁄ )𝜹𝜇𝛁 ∙ 𝑽  

is viscous shear stress and 

𝜏𝑡 = 𝜇𝑡[𝛁𝑽 + (𝛁𝑽)𝑇] − (2 3⁄ )𝜹(𝜌𝑘 + 𝜇𝑡𝛁 ∙ 𝑽)  

is turbulent shear stress, which is based on the 

Boussinesq hypothesis. The energy equation is also shared 

between the phases and is written as follows. 

𝜕

𝜕𝑡
(𝜌𝐸) + 𝛁 ∙ [𝑽(𝜌𝐸 + 𝑝)] = 𝛁 ∙ (𝛾𝛁𝑇) (5) 

where E for each phase is obtained from the following 

equation. 

𝐸 =
∑ 𝜌

𝑞
𝛼𝑞𝐸𝑞

𝑛
𝑞=1

∑ 𝜌
𝑞
𝛼𝑞

𝑛
𝑞=1

 (6) 

Due to the good performance of the SST k-ω 

turbulence model, as reported by previous researchers 

(Basu et al., 2013; Huang et al., 2017; Ahn et al., 2019), 

this model was used to solve the turbulent flow. The 

equations for k (turbulent kinetic energy) and ω (specific 

dissipation rate) in this model are as follows (Versteeg & 

Malalasekera, 2007). 

𝐷(𝜌𝑘)

𝐷𝑡
=

𝜕

𝜕 𝑥𝑗
[(𝜇 +

𝜇  𝑡

𝜎𝑘
)

𝜕 𝑘

𝜕 𝑥𝑗
] + 2𝜇𝑡𝑆𝑖𝑗 ∙ 𝑆𝑖𝑗

−
2

3
𝜌𝑘

𝜕𝑈𝑖

𝜕𝑥𝑗
𝛿𝑖𝑗 − 𝛽∗𝜌𝑘𝜔 

(7) 

𝐷(𝜌𝜔)

𝐷𝑡
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜔
)

𝜕𝜔

𝜕𝑥𝑗
] + 2𝜌𝛾2𝑆𝑖𝑗 ∙ 𝑆𝑖𝑗

−
2

3
𝜌𝛾2𝜔

𝜕𝑈𝑖

𝜕𝑥𝑗
𝛿𝑖𝑗 − 𝛽2𝜌𝜔2

+ 𝐹 

(8) 

where 

𝜇𝑡 =
𝑎1𝜌𝑘

𝑚𝑎𝑥(𝑎1𝜔, 𝑆𝐹)
 (9) 

It should be noted that the SST k-ω turbulence model 

is a hybrid model which uses the standard k–ε model in 

the fully turbulent region far from the wall and the 

Standard k–ω model in the near-wall region (Versteeg & 

Malalasekera, 2007). This combination is due to the 

weakness of the two models in the mentioned regions, i.e., 

the standard k–ε model in the near wall region and the 

standard k-ω model in the regions far from the wall. In 

other words, the SST k-ω model uses the ability of both  

 

Fig. 2 Mesh produced to use the SST k-ω model (for 

better clarity, only the bottom of the tank is shown) 

 

models in other regions. In addition, since some regions 

have a relatively low Reynolds number and the flow may 

be in the transitional regime between laminar and 

turbulent flows, the "Transitional Flows" option was 

applied along with the SST k-ω model to capture the low 

Reynolds number regions.  By enabling this option, a low 

Reynolds number correction is applied to the turbulent 

viscosity. 

3.2  Mesh generation and mesh independency 

In this study, due to the advantages of the structured 

mesh, including the much smaller number of grids 

compared to the unstructured mesh, this type of mesh was 

used. The mesh generated is shown in Fig. 2. 

An important issue in numerical simulation with CFD 

is mesh independency or grid study which means that the 

results do not change with increasing the number of grids. 

Since, the main parameter in the present study is the 

tangential velocity, the major criterion in the mesh study 

is the radial changes of this quantity. Fig. 3 shows the grid 

study for the flow conditions of Run 4. As can be seen, the 

numerical results are the same for grid numbers 25839 and 

34963. Therefore grid number 25839 was used for further 

calculations. Care should also be taken with other flow 

conditions. 

In addition to the type of mesh and grid study, when 

the SST k-ω turbulence model is used alongside the 

transitional flows in Fluent, the y+ at the wall-adjacent cell 

should be on the order of 1. However, a higher y+ is 

acceptable as long as it is well within the viscous sublayer 

( y+ < 4 to 5). Figure 4 shows the changes in y+ for run 3 

as an example. In other words, when using the SST k-ω 

model, the equations are solved up to the wall. Therefore, 

this model requires a much higher mesh density than the 

high Reynolds number (HRN) models, such as the 

standard k-ε model. 
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Fig. 3 . Investigation mesh independency for the 

present study 

 

 

Fig. 4 A sample of wall y+ variations along the tank 

wall for Run3 

 

3.3  Method of Solution 

Due to the complexity of the vortex flow 

phenomenon, the numerical simulation was performed 

using the Fluent 6.3 CFD code. The solution was executed 

as axisymmetric due to the axial symmetry of the flow and 

to save computational time and cost. The finite volume 

method has been used for the numerical solution. The 

PISO algorithm was also used to solve the velocity and 

pressure coupling equations. This algorithm is more 

suitable for solving transient flow problems than existing 

algorithms (Versteeg & Malalasekera, 2007). The first-

order upwind scheme is also used for convective terms in 

the momentum and turbulence equations. In addition, the 

solution convergence criterion for the various equations is 

at least 10-5, except for the mass conservation equation, 

where the convergence value is set to 10-3.  

Given that in the present study, the formation of the 

vortex and the discharge of fluid from the tank is a 

transient problem, another essential parameter to be 

considered for convergence of the numerical solution is 

the time step size so that small values of the order of 10-3 

and less must be applied. Even as time goes on or the 

solution conditions change, for example, increasing the air 

pressure from 1 to 5 bar, smaller values of this quantity of 

the order of 10-5 should be used. In other words, it takes 

about 100,000 time-steps to complete 1 second. This small 

time step adds to the solution time, so that in some cases, 

such as Run5 in Table 3, even on a powerful home 

computer (32 Gig. RAM, CPU: Intel Core i7 8700k @ 

3.70 GHz) and with Fluent's parallel capabilities enabled, 

solving the problem can take several days. It should be 

noted that in this study, to discretize the unsteady 

formulation the first-order implicit method has been used. 

In other words, no stability criterion needs to be met when 

determining Δt in the implicit method. However, to 

properly model transient phenomena, it is necessary to set 

Δt at least one order of magnitude smaller than the smallest 

time scale in the system being modeled (Fluent 6.3 User's 

Guide). Usually, the time step size Δt is determined by trial 

and error. A good way to choose Δt is to look at the 

number of iterations it takes Fluent to converge at each 

time step. The ideal number of iterations per time step is 

5-10. 

In addition to the trial and error method, it is also 

possible to calculate the time step size based on the 

Courant number. The Courant number is a dimensionless 

number that compares the time step in a calculation to the 

characteristic time of transit of a fluid element through a 

control volume as follows. 

𝐶𝐹𝐿 =
∆𝑡

∆𝑥𝑐𝑒𝑙𝑙 𝑣𝑓𝑙𝑢𝑖𝑑⁄
 (10) 

Therefore, if a common value for the Courant number 

or CFL condition as 0.25 is chosen, the order of the time 

step can be obtained by dividing the order of the 

characteristic length of the interface elements by the order 

of the free surface velocity, such as 

∆𝑡 = 𝐶𝐹𝐿
∆𝑥𝑐𝑒𝑙𝑙

𝑣𝑓𝑙𝑢𝑖𝑑
≈ 0.25

0.001

1
= 2.5 × 10−4 (11) 

4.    RESULTS AND DISCUSSION 

In order to better investigate the effect of various 

factors on the formation of the vortex, the numerical 

results are presented in several sections as follows. 

4.1  Validation of the Results 

In this section, the results of the solution for the 

tangential velocity are compared with existing analytical 

relations for the verification of the accuracy of the 

numerical simulation. For this purpose, the analytical 

solution of Odgaard (1986) and the relation provided by 

Wang et al. (2011), shown in Eqs. (12) and (13), have been 

selected.  

𝑣𝜃 =
Γ

2𝜋𝑟
[1 − 𝑒𝑥𝑝(−1.25�̅�2)] (12) 

𝑣𝜃 =
Γ

2𝜋𝑟𝑚

0.928�̅�

1 − 0.7�̅� + �̅�2
 (13) 

where �̅� = 𝑟 𝑟𝑚⁄  and rm is the radius at which the 

maximum tangential velocity occurs. Also, Γ is 

circulation. Equations (12) and (13) have been obtained 

for fluid motion that is steady, axisymmetric, 

incompressible, and laminar (Odgaard, 1986; Wang et al., 
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2011). The same equations are used for turbulent flow 

except that the molecular viscosity is replaced with 

effective viscosity wherever needed. If the tangential 

velocity becomes normalized with its maximum values, 

the following two dimensionless relations will be 

obtained.  

𝑣𝜃

𝑣𝜃𝑚
=

1.4

�̅�
[1 − 𝑒𝑥𝑝(−1.25�̅�2)] (14) 

𝑣𝜃

𝑣𝜃𝑚
= 1.3

�̅�

1 − 0.7�̅� + �̅�2
 (15) 

The numerical results for the normalized tangential 

velocity in both laminar and turbulent flows 

corresponding to Run1 and Run3 in Table 3 are shown in 

Figures 5 and 6 respectively. As can be seen, there is 

reasonable agreement between the two plots, especially 

for laminar flow. For turbulent flow, however, the amount 

of error in the free vortex region is more significant. 

A weakness of the analytical relationships, at least for 

confined boundary flow domains such as the present tank, 

is their near-wall behavior. As can be deduced from Eqs. 

(10) and (11) and shown in Figures 5 and 6, the tangential 

velocity at the tank wall is not zero (Wang et al., 2011; 

Azarpira & Zarrati, 2019). In other words, the no-slip 

condition in these relations occurs infinitely, which is 

inconsistent with most real geometries. This weakness of 

the analytical relations leads to more errors between the 

values obtained from these relations and the numerical 

results near the wall, which will be discussed in Section 

3.7. 

 

 
Fig. 5 Comparison of the present numerical solution 

for laminar flow with the analytical solutions 

 

 
Fig. 6 Comparison of the present numerical solution 

for turbulent flow with the analytical solutions 

4.2  Effect of discharge time and depth on velocity 

components 

Figures 7 to 10 show the values of the velocity 

components, i.e., axial velocity, tangential velocity, and 

radial velocity, as well as the pressure along the four lines 

shown in Fig. 1 for Run 4 at time 1 Sec. This has been 

done to show the effect of depth and proximity of the flow 

to the tank outlet on vortex formation. 

 

 
Fig. 7 Comparison of axial velocity changes along the 

four lines shown in Figure 1 and t=1 sec 

 

 
Fig. 8  Comparison of tangential velocity changes 

along the four lines shown in Figure 1 at t=1 sec 

 

 
Fig. 9  Comparison of radial velocity changes along 

the four lines shown in Fig. 1 at t=1 sec 
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Fig. 10 Comparison of pressure changes along the 

four lines shown in Fig. 1 at t=1 sec 

 

 
Fig. 11 Variations of velocity components and velocity 

magnitude along the line z=1.5 m at t=1 sec 

 

 
Fig. 12 Effect of time passage on the tangential 

velocity along line z=1.5 m 

 

It can be seen from Figures 7 to 10 that all three 

velocity components increase as the flow approaches the 

tank outlet. For the pressure (Fig. 10), although its value 

increases with depth, it leaves the horizontal straight line 

state as it approaches the tank outlet and decreases as it 

moves away from the wall towards the tank axis. It can 

also be seen from Figures 8 and 9 that the behavior of the 

tangential and radial velocity components is very similar, 

except that the value of the radial velocity is negative. 

Figure 11 compares the three axial, tangential, and radial 

velocity components together with the velocity  

 
(a) Ω=0.1 rad/s 

 
(b) Ω=1 rad/s 

Fig. 13 Effect of the angular velocity of the reference 

frame on tangential velocity (m/s) 

 

magnitude. It can be seen that the velocity magnitude is 

more affected than the axial velocity component. 

Accordingly, its maximum occurs on the axis of the tank. 

As time passes and the vortex intensity increases, the 

maximum velocity occurs where the maximum tangential 

velocity occurs. Figure 12 examines the effect of time on 

the tangential velocity at a given depth, z=1.5 m. It can be 

seen from Fig. 12 that at a given depth, the vortex strength 

increases as time passes and the liquid level decreases. 

Also, the maximum tangential velocity, initially outside 

the cross-section of the outlet pipe, i.e. r=0.05 m, moves 

towards the center of the vortex flow (dotted line). 

4.3  Effect of the Angular Velocity of Reference 

Frame 

This section examines the effect of the angular 

velocity of the reference frame on the flow characteristics. 

For this purpose, two angular velocities of 0.1 and 1 rad/s 

have been applied, with all other conditions held constant. 

The results for the tangential velocity contours are shown 

in Fig. 13.  
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Fig. 14 The schematic of critical height in a free-

surface flow (Odgaard, 1986) 

 

 

(a) Ω=0.1 rad/s and t=23.4 sec     (b) Ω=1 rad/s and 

t=12.75 sec 

Fig. 15 Effect of the angular velocity of the reference 

frame on the gas-liquid interface 

 

It can be seen that when the angular velocity is 1 rad/s, 

the region where the tangential velocity is significant is 

drawn from the surface of the liquid to the outlet of the 

pipe. Moreover, its magnitude is much higher than in the 

other case. On the other hand, for the case, Ω=0.1 rad/s, 

the height of the significant tangential velocity is 

approximately from the bottom of the tank to the end of 

the outlet pipe. Higher angular velocities also affect the 

critical height. The critical height, H, as shown in Fig. 14, 

is defined as the distance from the free surface when the 

tip of the air core reaches the pipe inlet. 

Figure 15 (a and b) shows the effect of angular 

velocity on the gas-liquid interface for a state where the 

critical height has been reached. The results show that for 

the case where the angular velocity is 0.1 rad/s, Fig 15.a, 

the time for the air core to reach the inlet of the pipe is 23.4 

seconds, while for the case where the angular velocity is 1 

rad/s, Fig 15.b, this time is reduced to 12.75 seconds. Since  

 

(a) Ω=0.1 rad/s 

 

(b) Ω=1 rad/s 

Fig. 16 Effect of the angular velocity of the reference 

frame on turbulence intensity (%) 

 

the outflow of liquid from the tank is known, the mass of 

the remaining liquid is 8.23 kg in the first case and 40.18 

kg in the second. Note that the initial mass of the liquid in 

the tank is 78.43 kg. 

In addition to vortex characteristics such as tangential 

velocity, changing the angular velocity also affects other 

flow properties. For example, the turbulence intensity 

contours for the two states are shown in Fig. 16 (a and b). 

While the value of this quantity for Ω=0.1 rad/s is only 

noticeable in the gas region, for Ω=1 rad/s it has 

significant values in the central core of the vortex. 

Moreover, its magnitude is much higher than in the other 

case. Turbulence intensity is generally defined as the ratio 

of velocity fluctuations to a reference velocity. For an 
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isotropic turbulent flow, this quantity can be related to the 

turbulent kinetic energy, k, as follows. 

𝐼 =
√2 3⁄ 𝜌𝑘

𝑈𝑟𝑒𝑓
 (16) 

In Eq. (16), I is turbulence intensity, k is turbulent 

kinetic energy, ρ is the fluid density, and Uref is reference 

velocity. 

4.4  Effect of Air Pressure 

In some applications, such as spacecraft, the tank gas 

pressure is higher than the normal atmospheric pressure 

(Karimi et al., 2010). Therefore, this section investigates 

the effect of this parameter on the vortex formation in the 

tank outlet. For this purpose, the simulation is performed 

once for the air pressure of 1 bar and another time for the 

air pressure of 5 bar, corresponding to Run 4 and Run 5. 

Other simulation conditions are considered in the same 

way. 

The present numerical results show that the change in 

air pressure does not affect the vortex formation 

mechanism in the initial moments of the simulation. 

However, after about 3.5 seconds from the start of the 

discharge, changes occur in the tangential and axial 

velocity components, as shown in Figures 17 and 18. 

These changes are most pronounced near the centerline of 

the vortex. These differences between the two states are 

probably due to the velocity and direct impact of the 

incoming air on the liquid surface, which causes the vortex 

to form more quickly. The free surface profiles for the two 

states mentioned are shown in Fig. 19 (a and b) for better 

comparison. To keep the air pressure constant at 5 bar, the 

inlet air flow rate is set to 0.0175 kg/s. According to the 

cross-section of the tank inlet pipe, this mass flow rate 

corresponds to a velocity of about 0.385 m/s. 

To see the pressure changes inside the tank, the 

pressure contour for the case with p=5 bar at 5 seconds 

from the start of tank emptying is shown in Fig. 20. The 

pressure gradient in the gas section and the constant 

pressure lines in the vortex flow section are clearly 

defined. 

 

 
Fig. 17 Effect of air pressure on the tangential velocity 

at different cross-sections of the bottom of the tank at 

t=5 sec 

 

 
Fig. 18 Effect of air pressure on the axial velocity at 

different tank cross-sections at t=5 sec 

 

 
(a) p=1 bar                                  (b) p=5 bar 

Fig. 19 Effect of gas pressure on the gas-liquid 

interface at t=5 sec 

 

 

Fig. 20 The contour of absolute static pressure (bar) 

for Run 5 of Table 3 at time=5 sec 
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4.5  Turbulent viscosity variations 

Most industrial flows, including vortices, are in a 

turbulent regime. One of the most common methods used 

to model this flow is the Reynolds time-averaging method, 

which in most cases, uses a quantity called turbulent 

viscosity or eddy viscosity. Models such as k-ε or k-ω are 

of this type. The turbulent viscosity is one of the turbulent 

flow properties that varies from one point to another 

within the flow. However, in the analytical solution of 

turbulent vortex flows, this quantity is considered a 

constant value for each flow condition, two examples of 

which are given in Eqs. (17) and (18) (Hite & Mih, 1994; 

Azarpira & Zarrati, 2019). These values are used for both 

axial and radial velocity components in the analytical 

relations of the vortex flow. 

𝜀 =
𝑄

4𝜋𝑑
 (17) 

𝜈𝑒𝑓𝑓,𝑟𝑚
= 𝜈 + 𝜀 =

1.4𝑄

8𝜋𝐻
 (18) 

In the above relations, ε is the eddy viscosity, νeff,rm is 

effective eddy viscosity, ν is the kinematic viscosity of the 

fluid, Q is the outlet flow rate, d is the diameter of the 

outlet pipe, and H is the height of the free surface to the 

inlet of the pipe. Based on the above relations and the 

conditions of the present study, the amount of turbulent 

viscosity is equal to the following values. 

𝜀 = 0.00239 𝑚2 𝑠⁄ 𝑎𝑛𝑑 𝜈𝑒𝑓𝑓,𝑟𝑚
= 0.000836 𝑚2 𝑠⁄  

It should be noted that similar to the kinematic 

viscosity of a fluid, the turbulent kinematic viscosity or 

eddy viscosity is obtained by dividing the viscosity by the 

density of the fluid. The sum of the turbulent and 

molecular viscosities is also called the effective viscosity, 

𝜈𝑒𝑓𝑓. Furthermore, in most central regions of the flow, the 

magnitude of ε is much more significant than ν. So it can 

be written 𝜈𝑒𝑓𝑓 ≈ 𝜀. Figure 21 (a and b) shows the 

contours of 𝜈𝑒𝑓𝑓 for the two angular velocities of Ω=0.1 

rad/s and Ω=1 rad/s, respectively. As can be seen, the 

value of turbulent viscosity is significant only in the center 

of the vortex flow, and in other places, due to the low-

velocity gradient of the fluid, its value is insignificant. In 

addition, the value of this quantity varies with position in 

the flow and, of course, with time. 

For a more precise observation, the effective turbulent 

viscosity changes for the two states corresponding to Fig. 

21 are plotted in Figures 22 and 23, respectively. It is 

observed that only for Ω=1 rad/s, where the turbulence is 

more intense, the amount of effective turbulent viscosity 

in some regions is comparable to the values obtained from 

Eqs. (17) and (18). It can be concluded that these relations 

can be used only for specific situations. 

4.6  The near-wall behavior of analytical relations 

As can be seen in Figures 5 through 9, the no-slip 

condition at the wall causes the three velocity components, 

including the tangential velocity, to reach zero at the wall. 

On the other hand, all analytical solutions predict a non- 

zero value for the tangential velocity at the wall. Figure 24 

shows the normalized tangential velocity plots based  

on  well-known  analytical  relationships.  Two of these  

  
(a) Ω=0.1 rad/s 

 
(b) Ω=1 rad/s 

Fig. 21 Effective turbulent viscosity contour (m2/s) for 

two angular velocities 

 

 

 
Fig. 22 Variations of effective turbulent viscosity for 

Ω=0.1 rad/s 
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Fig. 23 Variations of effective turbulent viscosity for 

Ω=1 rad/s 

 

 

Fig. 24  Variations of normalized tangential velocity 

based on some analytical relations 

 

relations are already given in Eqs. (12) and (13) (Odgaard, 

1986; Wang et al., 2011), and the other two are given in 

Eqs. (19) and (20) (Vatistas et al., 1991; Hite & Mih, 

1994). 

𝑣𝜃 =
Γ

2𝜋𝑟𝑚

�̅�

(1 + �̅�4)0.5
 (19) 

𝑣𝜃 =
Γ

2𝜋𝑟𝑚

2�̅�

1 + 2�̅�2
 (20) 

Therefore, this section attempts to correct the existing 

relationships based on the boundary layer theory (Fox et 

al., 2020). Figure 25 shows the changes in the velocity 

profile in the boundary layer near the wall, ranging from 

zero at the wall to a free flow velocity at the edge of the 

boundary layer, δ. 

The results of the present numerical solution for the 

tangential velocity show that, depending on the flow 

conditions, the thickness of the boundary layer is about 

5~10% of the tank radius. The lower limit is for laminar 

flow and the upper limit is for turbulent flow. Therefore, 

in order to consider the no-slip condition on the wall, one 

of the mentioned previous relations for the tangential 

velocity, for example, Ogaard's relation, is rewritten as 

follows. 

 
Fig. 25 Schematic of velocity profiles near the wall 

inside the boundary layer (Fox et al., 2020) 

 

�̅�𝜃 =
𝑢𝜃

𝑢𝜃𝑚
=

1.4

�̅�
[1 − 𝑒𝑥𝑝(−1.25�̅�2)] , �̅� < 0.9 (21) 

where �̅� = 𝑟 𝑟𝑚⁄  𝑎𝑛𝑑 �̅� = 𝑟 𝑅⁄  

For the range 0.9 ≤ �̅� ≤ 1 the following second-

degree polynomial is used for the velocity profile inside 

the boundary layer.  

�̅�𝜃 = 𝑎 + 𝑏�̅� + 𝑐�̅�2 (22) 

The constants of this profile can be calculated from 

the following three conditions. 

{

�̅� = 1 ∶  �̅�𝜃 = 0

�̅� = 0.9 ∶  �̅�𝜃 = 𝑉𝜃

�̅� = 0.9 ∶  𝜕�̅�𝜃 𝜕�̅�⁄ = 0

 (23) 

The value of 𝑉𝜃 in the above condition is obtained 

from Eq. (21) for �̅� = 0.9. 

After solving the system of the above three equations 

and three unknowns, the values of constants a, b, and c are 

obtained as follows. 

{

𝑎 = −80𝑉𝜃

𝑏 = 180𝑉𝜃

𝑐 = −100𝑉𝜃

 (24) 

This method can be used for all of the analytical 

tangential velocity relationships presented, i.e., Eqs. (12), 

(13), (19), and (20). Accordingly, the modified tangential 

velocity plots are shown in Figure 26. Also, in Fig. 27 and 

28, the correction made to Ogaard's relation is compared 

with the results of the present numerical solution. As can 

be seen, the modification correctly follows the behavior of 

the numerical data near the wall. 

 

 
Fig. 26 Effect of no-slip condition on analytical 

relations for tangential velocity. 
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Fig. 27 Effect of no-slip condition on Odgaard's 

relations for tangential velocity in laminar flow and 

comparison with the present numerical study 

 

 
Fig. 28  Effect of no-slip condition on Odgaard's 

relations for tangential velocity in turbulent flow and 

comparison with the present numerical study 

5.    CONCLUSION 

In this research, the vortex formation at the outlet of a 

tank has been studied transiently by numerical method. 

The effect of some influencing factors such as air pressure, 

reference frame rotation, liquid depth, and discharge time 

on the vortex formation has been studied. In addition, the 

near-wall behavior of the analytical relations for tangential 

velocities and the relations presented for turbulent 

viscosity have also been verified. The main results of this 

research are as follows: 

1. Increasing the angular velocity of the reference 

frame from 0.1 to 1 rad/s increases the maximum 

tangential velocity by about 10 times, increasing the 

height of its formation region from the liquid 

surface to the end of the tank outlet pipe. However, 

at an angular velocity of 0.1 rad/s, vortex formation 

is generally confined to the bottom of the tank and 

inside the outlet tube. Furthermore, at an angular 

velocity of 1 rad/s, the critical height occurs at 

approximately 12.75 seconds after the liquid is 

discharged, whereas, at a velocity of 0.1 rad/s, it 

occurs at 23.4 seconds. In other words, the mass of 

liquid remaining at the bottom of the tank in the first 

case, i.e. Ω=1 rad/s, is approximately 32 kg more 

than in the second case. Other flow characteristics, 

such as the intensity of the turbulence in the central 

part of the vortex, also change significantly. 

2. The change of the gas pressure from 1 to 5 bar, and 

possibly the direct contact of the gas with the liquid 

surface, speeds up the process of vortex formation 

and critical height considerably. In other words, at 

a pressure of 1 atmosphere, the critical height 

occurs approximately 12.75 seconds after the 

discharge process, whereas, at a pressure of 5 bar, 

this time is reduced to approximately 5.5 seconds. 

For the conditions of the present study, this means 

a difference in liquid mass of 21.75 kg. 

3. Using the boundary layer theory and applying the 

no-slip condition to the wall, the near-wall behavior 

of the analytical relations for the tangential velocity 

has been modified. This modification means that 

the magnitude of the velocity in the near-wall 

region is gradually reduced to zero at the wall. 

4. The study of the changes in turbulent viscosity in 

the present numerical simulation has shown that its 

value is significantly different from the constant 

value given by the semi-empirical relations and that 

this difference varies with time. Given the nature of 

this quantity and its variability, the use of these 

relations can lead to significant errors in the 

analytical results. 

5. It was observed that in the lower layers of the liquid, 

the magnitude of the velocity components increases 

as it approaches the outlet pipe inlet. Also, at a 

certain point in the bottom of the tank, the 

magnitude of the velocity components increases 

with time and as the liquid level decreases. 

In this research, the shape, dimensions, and boundary 

conditions of the reservoir and the two gas and liquid 

fluids have been chosen arbitrarily. Nevertheless, it can be 

solved in desired conditions and specific applications. 

However, the following topics are suggested for future 

research. 

• Use the diffuser at the tank's inlet to disperse the 

air and examine its effect on vortex 

characteristics. 

• Applying different turbulence models to compare 

their performances. 

• Accurate estimation of the boundary layer 

thickness to modify the tangential velocity profile. 
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