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ABSTRACT 

Due to the important strategic position of Pumped Storage Power Plants (PSPP) 

in global energy upgrading, conducting in-depth research on the various 

operating conditions of pump turbine units is important for their safe and stable 

operation. This study sought to clarify the gas–liquid phase motion and the 

nonlinear chaotic characteristics of the process of exhaust and pressurization in 

pump mode; with the simplified objective model proposed here, a visualization 

of the process is achieved using data-driven methods, and the nonlinear 

characteristics of gas–liquid phase motion during the process are theoretically 

demonstrated. A method that combines data-driven and chaotic analysis is 

proposed to qualitatively and quantitatively analyze the force and torque time-

series signals of the runner under different exhaust rates. The results indicate 

that the chaotic characteristics of the force signals and torque signals of the 

runner are not in a single linear relationship with the exhaust rates. Therefore, 

this research also provides guidance on exhaust rates with the aim of informing 

actual engineering practice, the purpose of which is to reduce the vibration 

amplitude caused by repetitive torque and improve the stability of the unit 

operations. 
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1. INTRODUCTION 

 Energy upgrading is an essential process for social 

development (Ji & Zhang, 2019). Energy upgrading in the 

21st century involves a comprehensive upgrade from 

‘non-renewable energy’ to ‘renewable green energy’ 

(Hanjra & Qureshi, 2010). The Paris Agreement, passed 

in 2015, marks the beginning of the transition to a low-

carbon world (Nishioka, 2023). However, energy 

upgrading also faces multifaceted challenges, with 

combustion and complex new energy technologies 

experiencing multiple issues, such as technological 

research and development (Ardizzon et al., 2014).  

 Among the numerous extant renewable energy sources, 

such as energy from wind, solar system and hydropower, 

hydropower has been widely used due to its high energy 

conversion efficiency and outstanding peak shaving and 

frequency regulation capabilities in the power grid (Zhao 

et al., 2020). Pumped Storage Power Plants (PSPP) are the 

main force in the utilization of hydropower and are also 

recognized as reliable peak shaving and frequency 

regulation power sources worldwide (Staub et al., 2018). 

Due to the outstanding regulation ability of PSPP for the 

power system during operations, they can both cut peaks 

and fill valleys, adapt well to changes in power system 

loads, and simultaneously store and convert electricity 

(Wanfeng et al., 2021). They have been widely used and 

play an important role in the energy transformation (Al-

Obaidi, 2023). The reversible pump turbine is set as the 

core of energy conversion in PSPP, and, as a working 

principle, it mainly operates in various modes of forward 

and reverse rotation of the runner (Murakami & 

Kanemoto, 2013). The main working condition of a 

reversible pump turbine is to enter the mode with 

generating power when the power grid load is high: that 

is, the turbine mode (Al-Obaidi, 2024a). The fluid flows 

from the upstream reservoir downstream, and the impact 

wheel rotates to drive the generator to generate electricity, 

sharing the power pressure of grid (Al-Obaidi, et al. 

2022a). When the power grid load is low, it enters the 

energy storage mode (Al-Obaidi, 2024b). The unit pumps 

fluid, consuming excess electricity in the power grid  
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Nomenclature 

GGI General Grid Interface  D2 outlet diameter of runner 

PSPP Pumped Storage Power Plant  e the value of time delay 

∇ Nabla operator  fv liquid volume fraction 

∇2 Laplacian operator  F1 blending function 

u velocity vector  Fr radial force of runner 

f stress vector  FZ axial force of runner 

α0 studied guide vane opening  Hr rated hydraulic head 

θ position angle of data points in phase space  l torque of runner 

β constant of the turbulence model  ly-max maximum Lyapunov exponent 

β* constant of the turbulence model  L liquid level 

μ dynamic viscosity coefficient of fluid  m embedding dimension 

μt turbulent eddy viscosity  N number of data set 

ρ density of the fluid medium  Ns number of disjoint subsequences 

σk constant of the turbulence model  p static pressure 

σω constant of the turbulence model  Pk production term of turbulent kinetic energy 

τ time delay  r relative mesh spacing 

τd optimal time delay  r' 
radius from data point to origin in phase 

space 

τw delay time window  S detection statistic 

B guide vane height  t value of time delay 

C correlation integral  ux velocity vector in x direction 

Cs 
correlation integral of time series when the 

detection statistic s=1 
 uy velocity vector in y direction 

Cms 

correlation integral of time series when the 

detection statistic s=1 and the embedding 

dimension m=1 

 uz velocity vector in z direction 

dij distance of two points in the phase space  v exhaust rate 

D1 inlet diameter of runner  Zr number of runner blades 

 

while preparing for the next power generation mode 

(Vick & Neal, 2012; Cavazzini et al., 2018). In addition 

to the conversion process of the two main working 

conditions, its operation also undergoes many transient 

processes (Al-Obaidi et al. 2022b). Li et al. (2018) 

conducted a numerical simulation of the closing process 

of the guide vanes under pump operating conditions and 

found that the instability of the process is caused by severe 

fluctuations and eddies in the guide vane and stay vane. 

However, no further analysis was conducted on the 

exhaust process after the guide vanes were closed. Kan et 

al. (2021) compared the prediction accuracy of the volume 

of fluids (VOF) and rigid lid hypothesis (RLH) methods 

when predicting the transient characteristics of pump 

outage processes; they proposed a new prediction model 

for transient process research. Zuo et al. (2016) 

summarized the instability problems of various transient 

processes caused by the ‘S’ characteristics of pump 

turbines in turbine mode; they provided measures to 

improve the instability of transient processes. Al-Obaidi 

et al. & Alhamid (2023) studied the mechanism of 

hydrodynamic instability of hydraulic machinery blade 

angles using a combination of numerical simulations and 

experiments, and the research results indicated that 

changes in the runner blade angle influenced the 

machine’s flow and pressure field characteristics. The 

method of this study is useful and can be used when 

researching transient processes in pump turbines. 

However, there was almost no discussion of the instability 

of the exhaust process when starting at pump mode. The 

importance of the reversible pump turbine to energy 

upgrading makes every pump turbine process worth 

studying. In many transient processes, before the pump 

mode is instigated, it usually undergoes a process of 

exhaust and pressurization in order to exhaust the gas and 

increase the pressure inside the unit (Jain & Patel, 2014). 

During this process, the guide vane is totally closed, the 

rotation speed of runner is relatively high. The amount of 

gas residue in this process, as well as the exhaust rate, 

directly affects the stability of the pump start up and the 

performance in pump mode (Al-Obaidi, 2018). In other 

words, if the exhaust rate of the process is too slow, the 

fluid stays in runner chamber for too long and collides 

with the unit at high speed, causing the repetitive torque 

of the runner and leading to vibration problems in the unit. 

In addition, if the exhaust rate is too low, it will also 

prolong the entire transition process and reduce the 

economic benefits of the power station. If the exhaust rate 

is too fast, it will cause the liquid surface to enter the 

runner too early, causing repetitive torque inside the 

runner and the vibration of the unit. Nevertheless, there is 

little detailed discussion of the exhaust and pressurization 

in the existing research. 

 The process of exhaust and pressurization is complex, 

which ultimately involves the problem of gas–liquid two 

phases flow (Zhang et al., 2023). The root cause of the 

system’s complexity is nonlinearity (Fengxia et al., 2019). 

A two-phase flow is a representive nonlinear dissipative 

dynamic system, the extraction of the flow process’s 

characteristic quantities and dynamics is highly 

significant for flow guidance and engineering applications 

(Liu et al., 2019). Nonlinear information processing 

technology also provides a new basis for gas–liquid phase 

flow signal analysis (Al-Obaidi, 2019). Attractor 
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morphology is a method proposed in recent years for 

analyzing the nonlinear characteristics of time-series 

signals (Zhang et al., 2021). This method analyzes 

statistical feature quantities based on the geometric 

morphology of attractors in phase space of nonlinear time-

series signals to analyze the nonlinear information 

contained within them. Chaotic characteristics are 

attributes of nonlinear systems, which means that all 

nonlinear systems or signals have chaotic characteristics 

(Guo & Xu, 2022). Chaos is a possible stationary state of 

nonlinear dynamic systems, but the chaotic time series is 

neither monotonically changing nor periodic; instead, it 

appears to have a random inverse periodic motion 

(Fahlbeck et al., 2021). Chaos is a common phenomenon 

in nature and human society, comprising a complex 

nonlinear and non-equilibrium dynamic process. Chaos 

was first proposed by Yoke and Tianyan Li in their paper 

‘Period Three Implies Chaos’, published in 1975, which 

revealed the unity of order and disorder in objective things, 

as well as the unity of certainty and randomness (Zhou et 

al., 2018). For practical dynamic systems, research on 

time series is conducted in the phase space, and the first 

step of chaotic analysis is to reconstruct phase space as 

well. 

 The principal methods used to reconstruct phase space 

for time series include the derivative reconstruction 

method and the coordinate delay reconstruction method 

which are proposed by Packard et al. (Breedon & Packard, 

1992). However, there is no known prior information 

before analyzing entire time-series signal; in addition, 

from the perspective of numerical calculations, the 

numerical differentiation in the derivative reconstruction 

method is a calculation process that is highly sensitive to 

errors. Therefore, in order to make sure the accuracy of 

the phase space reconstruction without error accumulation, 

coordinate delay reconstruction method is usually used to 

analyze the phase space reconstruction problem in chaotic 

signals (Zheng et al., 2020). When using the coordinate 

delay reconstruction method to reconstruct phase space, 

the most important thing is to determine the embedding 

dimension m and time delay τ (Matilla-García et al., 2021). 

The ‘Takens’ theorem indicates that, for ideal one-

dimensional time-series signals, the embedding 

dimension and time delay can take any value (Sauer et al., 

1991). However, in practical applications, time-series 

signals are sequences with finite length that contain noise, 

the embedding dimension and time delay cannot take any 

value. If they did, the quality of the reconstructed phase 

space will be seriously affected (Kim et al., 1999). Based 

on the phase space that is reconstructed, qualitative 

analysis of chaotic correlations in time-series signals is 

achieved using phase diagrams. In the process of 

nonlinear science and the development of chaotic systems, 

quantitative analysis methods are needed to quantitatively 

analyze the dynamic characteristics of time-series signals 

(Casdagli et al., 1991). Based on the theory of chaotic 

dynamics, scholars have proposed chaotic characteristic 

parameters, such as attractors, Kolmogolov entropy, and 

the maximum Lyapunov exponent, to quantitatively 

describe the dynamic characteristics of the system (Bandt 

& Pompe, 2002). The Lyapunov exponent analysis 

method has been widely used in dynamic analysis 

research due to its advantages of low computational 

complexity, simple operations, and reliable results (Mezi, 

2005). Based on the definition of chaos, it can be seen that 

chaotic motion is extremely sensitive to the initial value 

conditions. Over time, trajectories that are close to each 

other in the phase space either converge rapidly at 

exponential speeds or diverge slower than exponential 

speeds. The Lyapunov exponent is a characteristic 

quantity that quantitatively characterizes the convergence 

or divergence of such trajectories (Rajendra Acharya et al., 

2006). This feature quantity reflects the sensitivity of 

system dynamics behavior to initial values over time. If 

the calculated value of the system is regular, it indicates 

that the system has chaotic characteristics, while a 

negative value indicates that the system has randomness 

or periodicity (Abarbanel et al., 1993). The larger the 

exponent, the stronger the nonlinearity of the system and 

the more sensitive it is to the initial value. 

 Due to the crucial position of the reversible pump 

turbine in PSPP, the nonlinear behavior observed during 

its transient operation has attracted a good deal of 

attention. Determining its chaotic characteristics for time-

series signal diagnosis during the exhaust process is 

highly significant for the safety and stability of operation 

of pump turbines. This research focused on the process of 

exhaust and pressurization in starting up process of pump 

mode which have received less attention in existing 

research for its complexity. The visualization of the gas–

liquid motion of the objective process is achieved by 

utilizing the volume fraction contours of the liquid phase 

via a simulation. In addition, the time-series signals of 

force (including axial and radial force) and torque of 

runner are also monitored; chaotic dynamics analysis is 

performed on these time-series signals under four 

different exhaust rates. By combining phase diagrams and 

maximum Lyapunov exponents, the chaotic 

characteristics of various time-series signals under 

different exhaust rates were qualitatively and 

quantitatively analyzed, innovatively revealed the chaotic 

characteristics of the force and torque signals of the runner 

at different exhaust speeds. This provides a reference for 

the stability of the exhaust process in engineering and lays 

a theoretical foundation for eliminating vibrations from 

the unit and allowing it to pass smoothly through the 

transient process. 

2. RESEARCH OBJECTIVE 

2.1 Geometric Model 

 Figure 1 shows whole fluid domain of the objective 

pump turbine in this research. The X-Y-Z Cartesian 

coordinate was established as shown in Fig. 1 (a). When 

the unit operates in pump mode, fluid flows along +Y 

direction from the draft tube to the volute. In turbine mode, 

the fluid flows in the opposite direction. The meridional 

flow channel of the runner is shown in Fig. 1 (b). Table 1 

shows the main parameters. During the operation process, 

there are frequent changes in the operating conditions. In 

addition to the power generation condition (turbine 

condition) and the energy storage condition (pump condition), 
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a) Fluid domain. b) Meridional view. 

  
c) Sketch of the storage mode’s switch to pump mode 

for the pump turbine. 
d) Simplified fluid domain. 

Fig. 1 Research sketch map of the objective model 

Table 1 Basic geometric parameters 

Parameter Symbol Value Unit 

Rated hydraulic head Hr 14.93 [m] 

Inlet diameter of runner D1 470 [mm] 

Outlet diameter of runner D2 252 [mm] 

Guide vane height B 43 [mm] 

Number of runner blades Zr 9 [-] 

Studied guide vane 

opening 
α0 0 [°] 

 

there are also many operating conditions during the 

transition process. 

 As shown in Fig. 1 (c), when the turbine mode ends 

and the pump mode starts, the motor is disconnected, the 

unit is unloaded, and the rotation of the runner gradually 

slows down. The ball valve and the guide vane are shut 

simultaneously. After guide vane is totally closed, the 

slowing of the rotational speed of runner still relies impact 

on fluid flow inside the runner. When rotation speed drops 

to 15% of the rated speed, the pressure in the runner 

channel rises until the runner stops rotating. The liquid 

surface is now in draft tube. At this time, the chamber of 

runner is empty, the guide vane keeps totally closed, while 

the rotation speed is zero. The unit is connected to the 

power grid and started, later, the rotation speed reaches to 

rated speed in the rotation direction of the pump mode. At 

this point, the unit can be subjected to the operation of 

exhausting and pressurization, that is, opening the exhaust 

clearance to keep the pressure inside the unit balance with 

the outside atmosphere, and the surface of liquid stop 

rising until the gas exhausted totally. Subsequently, 

opening the guide vane and main valves to pump fluid, 

completing the rapid transition from the power generation 

mode to the energy storage mode. 

 This study focuses on the characteristics of the force 

and torque time-series signals under different exhaust 

rates during the process of exhaust and pressurization in 

starting up process of pump mode. Because the liquid 

level is pressed inside the draft tube during this process, 

guide vane is fully shut, while runner rotates at rated speed. 

Therefore, simplifying whole guide vane as a wall is 

feasible, the simplified model fluid domain is shown in 

Fig. 1 (d). With this model, this study defines the exhaust 

rate v =0.083m/s. We conduct a detailed analysis of the 

exhaust pressure process at four rates: 0.5v, v, 1.5v, and 

2v. 

2.2 Discussion of Nonlinear Problems 

 The exhaust and pressurization problem encountered 

during the start-up process ultimately boils down to the 

problem of the gas–liquid phase flow with the gas and the 

liquid. The gas–liquid two phases flow is a typical 

dissipative and nonlinear system, and its flow behavior 

has characteristics such as diversity, instability, 

nonlinearity, and complexity. The nonlinearity and 

complexity of gas–liquid two phases flow are often 

inherent in its fluctuation signals. The complexity of gas–
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liquid flow patterns reflects the essential characteristics of 

nonlinear and unstable gas–liquid flow systems. 

 The following equation is the general form of the 

incompressible Navier–Stokes equation with passive 

terms (Gallavotti, 1996): 

( ) ( )p
t

  


+  = − +  +


u
u u u f  (1) 

where ρ represents the density, u represents the velocity 

vector, p represents the pressure, and f represents the 

stress vector. 

When simulating gas–liquid phase flow processes based 

on numerical simulation methods, the Navier–Stokes 

equation is closed using a turbulence model, and the 

monitoring value results of each fluid particle in the flow 

field are solved using the deferential method. In the 

process of simulating and monitoring time-series signals, 

the nonlinear convection term in the Navier–Stokes 

equation is usually locally linearized, but it still does not 

affect the nonlinear characteristics of the CFX calculation 

results. The nonlinear term is also a reflection of 

turbulence in mathematics. In addition, the second term 

on the left side of the Navier–Stokes equation refers to the 

partial derivative of u, which constitutes a nonlinear 

problem of the product of an unknown quantity and an 

unknown quantity. This further indicates that, when the 

problem studied using CFX is a nonlinear problem, the 

computational results of CFX have nonlinear 

characteristics. 

3. CFD SETUP 

3.1 Solver Setup 

 For the process of exhaust and pressurization, while 

the runner rotates at the rated speed, the gas–liquid phase 

motion inside the unit is complex and chaotic. Based on 

the computational fluid mechanics theory and numerical 

simulation methods, not only can the gas–liquid phase 

changes of the process be effectively simulated, 

visualization research can also be achieved, and the 

various time-varying signal changes of the process can 

also be monitored. With the combination of ANSYS CFX 

solver with the theory of fluid dynamics, this research 

conducts simulation results of the simplified model. For 

the simplified fluid domain, the inlet of the entire fluid 

domain is the inlet of the draft tube, and the outlet of the 

entire fluid domain is exhaust clearance outlet. The 

interface of opening pressure and direction is set as the 

inlet boundary, and the velocity boundary is set at the 

outlet. For the gas–liquid interface, a segmented function 

is used, and all walls are set as the no-slip type. For the 

interface between various components for data 

transmission, the dynamic–static interface is set between 

the runner and the components connected to it. 

 Throughout the numerical simulation, a combination 

of steady and unsteady calculations was used. In the 

steady state calculations, the iteration step is 1000. This 

study uses steady state calculations to confirm the initial 

level of liquid surface where there is no entrainment 

occurs with the highest liquid level. For the unsteady state 

calculations, the time interval between each step is 0.005 

seconds, and the total calculation time is 26 seconds when 

the speed is v. The iterations for each time step in the 

unsteady calculations is 5. 

 Throughout the simulation, the continuity equation 

and the momentum equation are shown as follows (Choi 

& Yoon, 2009), the iterative convergence index of which 

is 10-6: 

( )( ) ( )
0

yx z
uu u

t x y z

   
+ + + =

   
 (2) 

where ρ represents density; t represents the time; and ux, 

uy, and uz represent the velocity vector in different 

directions respectively. 

2( )
( ) p

t


  


+  = − +  +



u
u u u f  (3) 

where μ represents the dynamic viscosity coefficient, u 

represents the velocity vector, ∇ represents the Nabla 

operator, ∇2 represents the Laplacian operator, and f 

represents the stress vector. 

3.2 Turbulence Model 

 In numerical simulation process, a turbulence model is 

often used to close the Navier–Stokes equation. By 

comparing k-ε and k-ω series turbulence model, SST k-ω 

model takes the transfer of turbulent shear stress into 

account in detail and has good convergence in calculating 

two-phase flow problems, and it has high prediction 

accuracy in multi-phases flow. Therefore, the final 

prediction turbulence model for this study is SST k-ω 

model (Menter et al., 2003). 

 The equation of turbulent kinetic energy and the 

transport equation of dissipation rate are shown in the 

following (Rezaeiha et al., 2019): 
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(5) 

where Pk represents the production term, S represents the 

invariant measure of the strain rate, μ represents the 

dynamic viscosity, F1 represents the blending function, μt 

represents turbulent eddy viscosity, and β, β*, σk, and σω 

are constants. 

3.3 Mesh Schemes with Independence Check 

 For numerical simulation of different flow conditions, 

the grid is the most basic unit for data transmission, and 

the accuracy and rationality of the grid topology structure 

are highly significant for the result of numerical 

simulation. The mesh division method used in this study  
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Table 2 Grid number of each component 

Components Element type 
Node 

number 

Guide vane 
Tetrahedral 

unstructured mesh 
67908 

Runner 
Hexahedral structured 

mesh 
420903 

Clearance 
Hexahedral structured 

mesh 
29736 

Draft tube 
Hexahedral structured 

mesh 
287490 

Total Mixed 806037 

 

 

Fig. 2 Results of mesh independence check 

 

combines a hexahedral structured mesh with a tetrahedral 

unstructured mesh. The mesh is divided using ICEM and 

Turbo-grid commercial software. The simplified fluid 

domain is discretized into grids and combined with mesh 

independence checks based on the Richardson 

extrapolation method (Celik et al., 2008). Three mesh 

schemes with different densities are checked for mesh 

independence. For three sets of mesh schemes (fine (N1), 

medium (N2), and coarse (N3)), the number of grids is as 

follows: N1=1780681, N2=806037, and N3=342081. 

Impeller torque is set as the key indicator for evaluating 

mesh independence. Calculations are conducted, and the 

convergence results are shown in Fig. 2, where r is the 

relative mesh spacing. The scale factor of N1 compared to 

N2 is represented by r12, with a value of 1.3 and a GCI 

value of 2.1%. The scale factor of N2 compared to N3 is 

represented by r23, with a value of 1.54 and a GCI value 

of 0.66%. According to the requirements of the mesh 

independence check method, a convergence index of 

lower than 5% is considered as convergent result. 

Therefore, all three sets of grids meet the mesh 

independence requirements. Considering the existing 

computing resources and ensuring the accurate 

transmission of data carried by the grid elements, this 

research selected mesh scheme N2 as the final simulated 

mesh. The number of elements in different components 

are shown in Table 2 and the final mesh scheme is shown 

in Fig. 3. 

 
Fig. 3 Sketch map of final mesh scheme 

 

4. CFD ANALYSIS 

4.1 Pre-Computation 

 In the process of exhaust and pressurization, runner 

rotates and the liquid level gradually rises from the draft 

tube. Due to the runner rotation, as the liquid surface 

gradually approaches runner, the surface of the free liquid 

level will be shattered, leading to entrainment. Before the 

simulation officially begins, the initial height of the liquid 

level is crucial for the calculation time and the use of 

computing resources. If the initial level is too high, the 

phenomenon of entrainment of the liquid surface will 

occur at the beginning of the simulation process, resulting 

in too many gas–liquid interfaces, so that the simulation 

process may not converge. If the initial level is too low, 

the simulation process will be too long, and it will remain 

in the stage of the stable rising of the free surface for an 

extended period, wasting computational resources and 

time. Therefore, finding the appropriate initial position of 

the free liquid surface is of great significance for the 

computational stability and rational use of computing 

resources. 

 As shown in Fig. 4, five different initial levels were 

simulated at the exhaust rate of 2v, the liquid volume 

fraction (fv) contours are presented one by one. The middle 

plane of runner is set as the reference plane with a liquid 

level (L) height of zero. The initial positions of the liquid 

level simulated in this research are all below the reference 

plane: -0.1m, -0.15m, -0.2m, -0.25m, and -0.3m. At each 

initial liquid level, when the height is -0.2m, it is in a state 

where entrainment is about to occur but no liquid enters 

into the chamber of runner, besides, no entrainment occurs 

at the maximum exhaust rate, which is 2v here, so that no 

entrainment phenomenon will occur at other lower 

exhaust rates. Therefore, the height with a value is -0.2m 

is set as the initial height of liquid level. 

4.2 Contour Analysis 

 The initial height of the liquid level discussed in 

section 4.1 is used as the initial position for simulating the 

exhaust and pressurization process at various exhaust 

rates. Four different exhaust rates of 0.5v, v, 1.5v, and 2v 

are visualized and analyzed using the contours of fv. Due 

to the initial height of the liquid level remaining the same, 

the simulation time for the exhaust process varies 

depending on the exhaust rate.  
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a) L= -0.10 b) L= -0.15 c) L= -0.20 

  

 

d) L= -0.25 e) L= -0.30  

Fig. 4 Contours of fv for different initial liquid levels 

 Figures 5–8 show the contours of fv at the four 

different exhaust rates. At various exhaust rates, as the 

free liquid surface rises, the entire exhaust process can be 

decomposed into five main stages. The first stage is the 

stable rise process in the draft tube: during this part, the 

liquid surface steadily rises. Although the rotation speed 

of the runner is high, there is still no obvious breakage on 

the free surface of the liquid level. At this time, there are 

fewer interfaces for the gas–liquid phase and the motion 

of the gas–liquid phase is relatively stable. The second 

stage is confusion stage occurred in draft tube: during this 

stage, the free surface of the liquid is slightly broken, and 

the liquid level does not fully enter into the runner 

chamber. The rotation speed of the runner is high, which 

has a slight suction effect on the liquid surface. The liquid 

phase is thrown into the guide vane, and there is slight 

liquid accumulation inside guide vane. The third stage is 

the liquid surface entry stage in the runner: during this 

stage, liquid surface goes into runner, the surface is 

vigorously sucked, the free surface is broken, and the 

interfaces for the gas–liquid two phases in the runner 

increase, but the motion of the gas–liquid two phases is 

not overly chaotic. The fourth stage is the confusion stage 

occurred in runner: during this stage, the free surface is 

completely broken, the liquid phase fills the entire fluid 

domain, and the motion of the gas–liquid phase is highly 

chaotic. At this time, the vibration problem of the unit 

caused by repetitive torque is most likely to occur. The 

fifth stage is the stable development stage in the runner 

chamber: during this stage, the liquid surface goes into the 

chamber of runner totally, while exhaust process is stable. 

There are still interfaces for the gas–liquid phase in the 

draft tube, but it does not affect the entire exhaust process. 

When the gas is basically exhausted, the water flow inside 

the runner connects and reaches the closing head 

instantaneously. At this time, the guide vanes are closed, 

forming a sizeable backflow in the draft tube. This process 

is brief and intense. The small number of bubbles in draft 

tube and a small amount of the remaining gas in the runner 

chamber can be instantly discharged after the guide vane 

is opened. 

 For the four different rates ranging from 0.5v to 2v, as 

the speed increases, the time proportion of the first and 

second stages gradually decreases. This means that, as the 

speed increases, the time at which the liquid goes into the 

runner is earlier. For the third and fourth stages, as the 

speed increases, the free surface undergoes severe 

fragmentation, but there is no significant increase for 

interfaces for the gas–liquid phase. For the fifth stage, 

there is a slight increase in the amount of residual gas in 

the runner chamber as the exhaust rate increases. 

 Figure 5 shows the contours of the fv at different times 

when the exhaust rate is 0.5v. Starting from the eighth 

second, the liquid surface goes into the runner, and the 

number of gas-liquid interfaces increase. When the 

exhaust process reaches 10s, due to the suction effect, a 

long strip-shaped cavity gradually forms and fills the 

entire draft tube. When the exhaust process reaches 26s, 

the free surface totally enters the runner, and the exhaust 

process stabilizes. The elongated cavity and the gas–liquid 

interfaces begin to decrease. When the exhaust process 

reaches 40s, the entire exhaust process is basically 

completed and the gas phase throughout the entire domain 

is more or less emptied. 

 Figure 6 shows the contours of the fv at different times 

when the exhaust rate is v. Starting from the fourth second, 

the liquid level enters the runner, and the number of gas–

liquid interfaces increases; liquid is accumulated in the 

guide vane. When the exhaust process reaches 6s, the 

surface totally goes into runner. When time reaches 12s, 

the surface of is severely broken and the gas–liquid phases 

are relatively chaotic. When the exhaust process 

reaches16s, the elongated cavity begins to decrease, and 

the exhaust process further develops until the guide 
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a) t=0s b) t=2s c) t=4s d) t=6s e) t=8s 

     
a) t=10s b) t=12s c) t=14s d) t=16s e) t=18s 

     
a) t=20s b) t=22s c) t=24s d) t=26s e) t=28s 

     
a) t=30s b) t=32s c) t=34s d) t=36s e) t=38s 

     
a) t=40s b) t=42s c) t=44s d) t=46s e) t=48s 

  

 

a) t=50s b) t=52s    

Fig. 5 Contours of fv for an exhaust rate of 0.5v 

 

     
(a) t=0s (b) t=2s (c) t=4s (d) t=6s (e) t=8s 

     
(f) t=10s (g) t=12s (h) t=14s (i) t=16s (j) t=18s 

    
 

(k) t=20s (l) t=22s (m) t=24s (n) t=26s 

Fig. 6 Contours of fv for an exhaust rate of v 
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(a) t=0s (b) t=1s (c) t=2s (d) t=3s (e) t=4s 

     
(f) t=5s (g) t=6s (h) t=7s (i) t=8s (j) t=9s 

     
(k) t=10s (l) t=11s (m) t=12s (n) t=13s (o) t=14s 

    

 

(p) t=15s (q) t=16s (r) t=17s  

Fig. 7 Contours of fv for an exhaust rate of 1.5v 

 

     
(a) t=0s (b) t=1s (c) t=2s (d) t=3s (e) t=4s 

     
(f) t=5s (g) t=6s (h) t=7s (i) t=8s (j) t=9s 

    
 

(k) t=10s (l) t=11s (m) t=12s (n) t=13s 

Fig. 8 Contours of fv for an exhaust rate of 2v 

 

vane is completely filled with the liquid phase. At the end 

of the exhaust process, the small amount of residual gas in 

the runner is totally eliminated after the guide vane is 

opened. 

 Figure 7 shows the contours of the fv at different times 

when the exhaust rate is 1.5v. Starting from 3s, the free 

surface undergoes fragmentation due to the suction effect, 

causing chaos in the gas–liquid phase. When the exhaust 

process reaches 9s, the surface totally enters into runner. 

At 10s into the exhaust process, the elongated cavity 

begins to rise and the exhaust process gradually 

approaches its end. When the exhaust process reaches 12s, 

the entire unit is basically filled with the liquid phase. 

 Figure 8 shows the contours of the fv at different times 

when the exhaust rate is 2v. Starting from 2s, due to the 

entrainment of the free surface, the gas–liquid phases are 

chaotic, and a long strip-shaped cavity is generated in the 

draft tube. When the exhaust process reaches 3s, due to 

the centrifugal action, the guide vane is full of liquid, in 

draft tube, the two phases is chaotic, but the free surface 

does not fully enter into the runner. At 6s, the surface goes 

into runner totally, while exhaust process enters a stable 

development stage. When the exhaust process reaches 9s,  
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Fig. 9 Change in density inside the guide vane under 

various exhaust rates 

 

 

Fig. 10 Change in density inside the runner under 

various exhaust rates 

 

the gas in the runner is basically exhausted, but there is 

still a long strip-shaped cavity containing some gas in 

draft tube. As the exhaust process reaches 12s, the residual 

gas in the runner only exists at the runner outlet. When the 

guide vane is opened, the gas can be quickly exhausted. 

 The contours of the fv facilitated a visual analysis of 

the unit under different exhaust rates. In addition, this 

study also monitored the changes in density over time in 

the runner and guide vanes, combining numerical and 

geometric analyses to achieve a multidimensional analysis. 

Fig. 9 shows the variation curve of density within the 

guide vane over time. As the exhaust rate increases, the 

time to reach an almost completely liquid phase density 

within the guide vane is decreased, meaning that the peak 

of the density curve appears earlier. At various rates, when 

the density inside the guide vane reaches a density close 

to that of the full liquid, the density values inside the guide 

vane fluctuate around it. The contours of the fv at that time 

are extracted and are consistent with the data display. 

 Figure 10 shows the variation curve of the density in 

the runner over time, similar to the density variation curve 

in the guide vane. The higher the exhaust rate, the sooner 

the density in the runner reaches the full liquid phase 

density, and the earlier the peak of the density curve 

appears. However, the difference is that, due to the runner 

rotates at high speed, the motion of the gas–liquid phase 

inside the runner is complex. Before completely reaching 

the peak density of the liquid phase, other peaks occur. 

These peaks record the time when the liquid surface is 

sucked up by the runner, and the instantaneous density of 

the medium inside the runner chamber increases. The 

higher the exhaust rate, the earlier the peak appears. This 

is consistent with the analysis results for the contours of 

the fv. The higher the exhaust rate, the earlier the free 

surface entrainment phenomenon occurs. 

5. CHAOS ANALYSIS 

 Based on the nonlinear discussion of the problem 

addressed in section 2.2, the gas–liquid two phases flow 

is a typical nonlinear system with chaotic characteristics. 

This research aims to monitor changes of force and torque 

of runner over time during the process of exhaust, with the 

goal of obtaining three sets of time-series signals. The 

chaotic characteristics of the three sets of time-series 

signals under the four different exhaust rates studied are 

analyzed in detail. 

5.1 Reconstructed Phase Space 

 The study of time-series signals is mainly conducted 

in the time or transformation domain. For chaotic time-

series signals, whether the calculation or the prediction of 

chaotic invariants or models, the process is operated in the 

phase space. Therefore, the first step in analyzing the 

chaotic characteristics of time-series signals is to 

reconstruct phase space. 

 Two main types of methods are used to confirm the 

embedding dimension (m) and time delay (τ). The first 

type considers the m and τ to be independent of each other, 

and first calculates τ before selecting the appropriate m. 

The second type of method assumes that the m and τ are 

related; it can simultaneously calculate the τ and m. 

Among the numerous methods used to obtain m and τ, this 

study selects the representative C-C Algorithm to 

determine the τ and m to get reconstructed phase space. 

 When using the method that simultaneously 

determines m and τ, the time window length proposed by 

Kugiumtzis in 1996 is an important parameter that 

comprehensively considers both. That is, the 

determination of the τ is not independent of m but depends 

on the delay time window (τw). The relevant equation is 

shown as follows (Wolf et al., 1985): 

( )1w m = −  (6) 

where m represents the embedding dimension and τ 

represents the delay time. 

 In 1999, C-C method was proposed by Kim et al, 

(1999), which advances the concept of the time window. 

Its main steps are as following: 

 The correlation integral C of the time series y(t) can be 

defined as (Kim et al., 1999): 
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Table 3 Time delay and embedding dimensions 

 τ m  τ m  τ m  τ m 

Fr-0.5v 4 3 Fr-v 4 3 Fr-1.5v 6 2 Fr-2v 8 2 

FZ-0.5v 5 2 FZ-v 5 2 FZ-1.5v 8 2 FZ-2v 5 2 

l-0.5v 4 3 l-v 6 3 l-1.5v 8 3 l-2v 10 2 

 

( )
( )

( )
1

2
, , ,

1
ij

i j M

C m N r' e r' d
N N


  

= −
−


 

(7) 

where N represents the number of the data set, r’ 

represents the radius from the data point to the origin in 

phase space, θ represents the position angle of data points 

in phase space, e represents the value of the time delay, 

and τdij=‖yi-yj‖∞ represents the distance of two points in 

phase space. 

 The correlation integral represents a cumulative 

distribution function which represents the probability that 

the distance between any two points in the phase space is 

smaller than the radius r’, where the distance between 

points is represented by the infinite norm of the vector 

difference. The detection statistic S1, used to calculate the 

probability that the distance between two points is smaller 

than the radius r’, is defined as (Kim et al., 1999): 

( )

( ) ( )

1 , , ,

, , , 1, , ,m

S m N r' e

C m N r' e C N r' e

=

−

 
(8) 

where Cm represents the correlation integral of the time 

series when m=1. 

 In the actual calculation of the above equation, it is 

necessary to first split the time series {x(n)} into e disjoint 

subsequences, all of which have a length of Ns=N/e. After 

block averaging, the detection statistic for each 

subsequence S2 is calculated as follows (Kim et al., 1999): 

( )2

1

, ,

1
, , , 1, , ,

Ss m

S

S m r' e

N N
C m r' e C r' e

e e e=

=

    
−    

    


 
(9) 

where Cs represents the correlation integral when the 

detection statistic S=1, and Cms represents the correlation 

integral when the detection statistic S=1 and m=1. 

 The two radii r’ corresponding to the maximum and 

minimum values are selected to measure the maximum 

deviation of all radii, and the difference can be defined as 

(Kim et al., 1999): 

( )

   
2

2 2

,

max ( , , ) min ( , , )j j

S m e

S m r ' e S m r ' e

 =

−

 
(10) 

 The local maximum time should be the zero points of 

S2(m, r’, e) and the minimum value of ΔS2(m, e); the 

optimal time delay τd corresponds to the first value of 

these local maximum values. 

 The detection statistic for each subsequence is 

simplified as (Kim et al., 1999): 

( ) ( ) ( )2 22S e S e S e=  +  (11) 

 Taking the global minimum of S2(e) as the time 

window length of the objective time series, the embedding 

dimension is calculated based on the time window length 

equation. 

 According to the above method, as shown in Table 3, 

the m and τ for the time series of the radial force (Fr), axial 

force (FZ), and torque (l) at the four studied exhaust rates 

were determined. 

 The phase space of each time series is reconstructed 

by coordinate delay method, and principal component 

analysis is performed on the time series with the value of 

embedding dimension greater than 2 to show the phase 

space clearly. The value of embedding dimension greater 

than 2 means that analyzing the chaos characteristic for 

the studied time-series signals is meaningful. The first two 

principal components are selected for the visual analysis 

of the phase diagram, which is shown in Fig. 11. The 

values on the coordinate axis in the figure represent the 

measurement of the signal itself, and the degree of signal 

dispersion is mainly determined by the dispersion degree 

of the phase diagram, regardless of the size of the values. 

For the time-series signal formed by the radial force of the 

runner changing with time, as the exhaust rate increases, 

the dispersion degree of the reconstructed signals 

decreases, indicating that the chaotic degree of the radial 

force signal gradually weakens with the rise of the exhaust 

rate. For axial force time-series signal, as the exhaust rate 

rises, the dispersion degree of its attractor is not linearly 

related. At 1.5v, the dispersion degree of the axial force 

signal attractor is the lowest, and, at 0.5v, the dispersion 

degree is the highest. This indicates that, at an exhaust rate 

of 1.5v, the fluctuation in the axial force of the runner is 

relatively small. For the torque time-series signal, as the 

exhaust rate rises, the dispersion degree of the torque 

signal attractor is the lowest at 1.5v and the highest at 0.5v. 

This indicates that the chaos degree of the runner torque 

signal is the lowest at an exhaust rate of 1.5v. The phase 

diagram qualitatively analyzes the degree of chaos of 

various parameters at different exhaust rates. 

5.2 Small data volume method 

 This research combines qualitative and quantitative 

methods to confirm the chaotic characteristics of each 

time-series signal. The phase diagram qualitatively 

illustrates the degree of chaos of each parameter at each 

exhaust rate. The Lyapunov exponent quantitatively 

describes the exhaust rate at which adjacent phase space 

trajectories diverge or converge exponentially. At least 

one positive Lyapunov exponent is an important indicator 

to make sure whether the system is in a chaotic state. 

 In 1985, Wolf et al. (1985) first proposed an orbit 

tracking method for estimating Lyapunov exponents from 

time series, which directly estimates Lyapunov exponents 

based on the long-term evolution of phase trajectories,  
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(a) Fr of 0.5v (b) Fr of v (c) Fr of 1.5v (d) Fr of 2v 

 

   

(e) FZ of 0.5v (f) FZ of v (g) FZ of 1.5v (h) FZ of 2v 

    

(i) l of 0.5v (j) l of v (k) l of 1.5v (l) l of 2v 

Fig. 11 Phase diagram of timing signals under various exhaust rates 

 

Table 4 Maximum Lyapunov exponent 

 ly-max (×10-4)  ly-max (×10-4)  ly-max (×10-4)  ly-max (×10-4) 

Fr-0.5v 7.04731 Fr-v 6.73272 Fr-1.5v 5.73551 Fr-2v 0.83056 

FZ-0.5v 6.71174 FZ-v 5.53884 FZ-1.5v 1.21198 FZ-2v 3.63316 

l-0.5v 8.80519 l-v 1.33146 l-1.5v 0.06466 l-2v 5.83122 

 

phase planes, and phase volumes. In 1993, Rosenstein et 

al. (2008) improved the Wolf method with the idea of 

trajectory tracking and used the small data volume method 

to calculate the maximum Lyapunov exponent. This 

method fully utilizes all of the available data and achieves 

relatively high accuracy. The small data volume method 

has fast computation speeds and is easy to implement, 

demonstrating strong robustness to embedding 

dimensions, latency, and the scale of the data volume. In 

the process of calculating maximum Lyapunov exponent, 

a linear region of the y(t)~t curve is selected and the least 

squares method is used to create a regression line. y(t) is a 

general term for the time-series signal. The slope of the 

line is the final maximum Lyapunov exponent (ly-max). 

The selection of linear intervals is directly influencing the 

accuracy of the maximum Lyapunov exponent in 

characterizing chaotic signals. Therefore, before the y(t)~t 

curve reaches its final saturation, an area where the y(t)~t 

curve changes relatively little with t is the ideal linear 

region. As shown in Fig. 12, the ideal linear region 

selected in this research is [2,8]. Based on the selected 

linear region, the maximum Lyapunov exponent values of 

each parameter at different exhaust rates are shown in 

Table 4. Combined with the histogram shown in Fig. 13 

where the error bars are also shown, we can clearly see the 

changes in the chaotic degree of the time-series signals of 

each parameter with the change in the exhaust rate. By 

quantitatively analyzing the chaotic degree of each 

parameter via the value of ly-max, the same conclusion 

can be obtained as with the qualitative analysis of the 

phase diagram: that is, the chaotic degree of the radial 

force decreases with the increase in the exhaust rate. The 

degree of chaos in the axial force is at its minimum at an 

exhaust rate of 1.5v and at its maximum at 0.5v. The 

degree of chaos in the torque of the runner is at its 

minimum at an exhaust rate of 1.5v and at its maximum at 

0.5v. 

 Based on the above qualitative and quantitative 

analysis, the chaotic characteristics of the runner force 

signal during the exhaust process of the entire pump 

turbine with different exhaust rates are not in a single 

linear relationship with the exhaust rate. Our findings run 

contrary to the conventional belief that the larger the 

exhaust rate, the more chaotic the signal inside the runner. 

In practical engineering applications, if more attention is 

paid to the radial force of the runner, selecting a larger 

exhaust rate can not only accelerate the transition process 

but also maintain the stable operation of the entire exhaust 

process. If more attention is paid to the axial force and 

torque of the runner, selecting an appropriate exhaust rate 

will not lead to the vibration problems caused by 

repetitive axial force and torque. 

6. CONCLUSIONS 

 This article fills the research gap on the chaotic 

characteristics of force and torque signals through process 

of exhaust and pressurization in start-up process of pump 

mode. The following conclusions are drawn: 

(1) This research proposed a simplified model for the 

process of exhaust and visualized gas–liquid phase 

nonlinear motion of the exhaust process based on this 

model. The nonlinear problem of the gas–liquid phase 
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(a) Fr of 0.5v (b) FZ of 0.5v (c) l of 0.5v 

   

(d) Fr of v (e) FZ of v (f) l of v 

 

 

 

(g) Fr of 1.5v (h) FZ of 1.5v (i) l of 1.5v 

 

  

(j) Fr of 2v (k) FZ of 2v (l) l of 2v 

Fig. 12 Value of the Lyapunov exponent under various exhaust rates 

 

Fig. 13 Trend in the Lyapunov exponent under 

various exhaust rates 

 

motion in this process is proposed and theoretically 

verified, establishing a model and a theoretical 

foundation for the numerical analysis of this process. 

(2) This research proposed a method that combines a 

chaos analysis with a data-driven method to analyze 

transient process of pump turbine. By monitoring the 

time-series signals of force and torque in the exhaust 

process, the effective coupling relationship between 

the exhaust process’s force and torque chaotic 

characteristics and vibration characteristics is 

obtained for different exhaust rates, and the rules are 

summarized to guide engineering applications. The 

chaotic degree of the radial force decreases with the 

increase in the exhaust rate. The degree of chaos in 

the axial force is at its minimum at an exhaust rate of 

1.5v, which represents a high rate but not the highest 

rate, and it reaches its maximum at 0.5v, which 

represents a low rate. The degree of chaos in the 

torque of the runner is at its minimum at an exhaust 

rate of 1.5v and at its maximum at 0.5v. 

(3) Based on the simplified model proposed in this 

research and the chaos signal analysis method 

combining numbers and schemes, the chaotic 

characteristics of the force and torque signals during 

the exhaust process of a pump turbine are 

summarized. A qualitative method using a phase 

diagram and a quantitative method using the 

maximum Lyapunov exponent are combined to 

analyze the chaos characteristics of this process. It is 

found that selecting different exhaust rates in 

different engineering areas can effectively reduce the 

vibrations caused by repetitive torque and improve 

the operational stability of the unit.  

DISCUSSION 

 This study analyzed the chaotic characteristics of the 

time-series signals of axial force, radial force, and torque 

through exhaust and pressurization in the start-up process 

of pump mode from the perspective of nonlinear dynamics. 

Combined with the changes of the gas–liquid two-phase 

flow during the process, we obtained a speed range with 

good chaos characteristics of force and torque for the 

objective unit. However, this speed range is not applicable 

to pump turbines that differ from the objective unit. In 

order to address this issue, in future work, the exhaust rate 

will be associated with the geometric parameters of the 

exhaust pipe of the pump turbine. Using optimization 

algorithms, the exhaust rate of the process is optimized 

with optimal chaotic characteristics for force and torque 

as the optimization objectives. The optimal exhaust rate 

range obtained has reference significance for pump 

turbine units in the same head section. 
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