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ABSTRACT 

Evaluation of cavitation erosion risk, whether through numerical (CFD) or 

experimental methods, is crucial in many fluid flow design processes. This risk 

correlates directly with cavitation signals on affected surfaces. The aim of this 

study is to optimize the placement of piezoelectric sensors to investigate 

cavitation-induced erosion on solid surfaces and to enhance the numerical 

evaluation of their correlation with recorded signals from the sensors. In this 

study, based on the technical specifications of the K23 tunnel, a convergent-

divergent channel has been designed to reduce the pressure in its test section 

below the vapor pressure, thereby creating the potential for bubble formation on 

the sample plate. Within this channel, four semi-cylindrical bluff bodies have 

been utilized as the most effective obstacles to increase cavitation erosion. A 

quick method for identifying cavitation erosion involves applying a special color 

to the sample plate. The Film Applicator has been employed as the optimal tool 

for achieving a uniform color and a thin paint layer on the sample plate. Through 

CFD modeling, potential cavitation zones are identified under various test 

conditions to refine the placement of piezoelectric sensors in experimental tests. 

As a result, piezoelectric sensors are positioned more accurately to measure 

sound pressure levels. The sound pressure levels obtained using piezoelectric 

sensors in the time domain, are compared with erosion-induced cavitation zones 

on the sample test surfaces. The strong agreement between sound pressure levels 

and observed erosion on the sample plates confirms the accuracy and 

improvement in the placement of piezoelectric sensors based on CFD modeling. 

  

 Article History 

Received July 24, 2024 
Revised October 6, 2024 

Accepted October 18, 2024 

Available online January 1, 2025 

 

 Keywords: 

Placement of the piezoelectric  
Erosion 

Sound pressure level  

Cavitation tunnel K23 
Bluff body 

 

1. INTRODUCTION 

Cavitation is the formation and collapse of vapor-

filled cavities or bubbles in a liquid when it is subjected to 

rapid pressure changes. This phenomenon occurs when the 

local pressure drops below the liquid's vapor pressure, 

leading to vaporization. When the bubbles collapse in 

higher-pressure areas, they generate shock waves that can 

cause damage, such as pitting or erosion, to surrounding 

surfaces. Cavitation erosion in hydraulic machines, such 

as turbines and pumps, often leads to a significant 

reduction in the useful life of affected components and has 

serious implications for maintenance costs and operational 

efficiency. The primary damage caused by cavitation is 

erosion, which can range from mild surface wear to severe 

material loss, adversely affecting the performance of fluid-

related machinery and potentially leading to operational 

disruptions or catastrophic failures. There are various 

methods for detecting cavitation, with one of the quickest 

and most cost-effective approaches being the use of 

piezoelectric sensors to capture acoustic signals generated 

by cavitation. Analyzing the relationship between acoustic 

signals and the extent of erosion can facilitate the accurate 

assessment of erosion levels. Next, this study first 

examines research related to the selection of semi-

cylindrical bluff bodies, followed by an investigation into 

methods of cavitation generation and the detection of 

erosion resulting from cavitation. 

Yamagata et al. (2016) studied the sound generated 

by flow over objects placed in a uniform flow at various 

angles of attack from a semi-circular cylinder and 

compared the results with those from circular cylinder. 

The results indicate that when flow encounters the smooth 

surface of semi-circular cylinders, it can significantly 

increase flow erosion. In an experimental study, Escaler et 

al. installed semi-circular obstacles on the suction side of 

a hydrofoil to modify the flow field and alter the erosion 
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rate. They tested four different obstacles and found that a 

semi-circular cross-section is the most suitable geometry 

for producing repeatable cavities on samples in a short 

period (Escaler et al., 2001). Another study by the same 

group observed that such obstacles cause severe localized 

erosion due to the collapse of strong cavitation vortices in 

a narrow region (Escaler et al., 2003). Furthermore, 

previous studies at Andritz Hydro have shown that flow 

behind a semi-circular cylinder can be entirely erosive, 

and the erosion pattern varies with changes in flow 

velocity and the inclusion or removal of the cylinder 

(Ghahramani et al., 2020). Based on these works, Queiroz 

et al. focused on studying different cavitation regimes 

behind a semi-circular cylinder to understand the various 

flow characteristics around sharp-edged bluff bodies. 

In very few articles that have addressed the 

relationship between noise generated by cavitation bubble 

collapse and cavitation erosion, there is no precise pattern 

or relationship established between noise and erosion that 

could predict or model erosion. For example, Varga et al. 

compared erosion intensity and noise levels by conducting 

experiments on a cylindrical cylinder in a cavitation tunnel 

and stated that maximum cavitation erosion intensity 

occurs at the point of maximum noise level (Varga et al., 

1969). However, a detailed pattern and relationship 

between noise level and erosion rate have not been 

presented. Jahangir et al. (2021) utilized a method 

involving painted surfaces to reduce testing time in the 

cavitation examination, but even with this method, drying 

the paint requires 24 hours. Therefore, the methods used 

for identifying cavitation erosion will be very time-

consuming. Ylönen et al. (2020) examined cavitation 

erosion of polished stainless steel cylindrical samples in a 

high-speed cavitation tunnel. The cavities created in the 

samples were measured using an optical profilometer, and 

cavitation damage was characterized by the distribution of 

cavity diameters. They concluded that acoustic emission 

(AE) analysis can be used for monitoring cavity formation 

without visually inspecting the damaged surface, 

providing a basis for potential future applications in non-

intrusive monitoring of cavitation erosion in hydraulic 

machinery. Flageul et al. (2012)  proposed a method for 

predicting cavitation damage using cavitation flow 

simulations. However, a significant discrepancy was 

found between simulated and experimental results for 

unstable upstream cavitation flows, indicating that 

Computational Fluid Dynamics (CFD) tools need 

improvement for better simulation in this area. Hattori & 

Ishikura, (2010) revisited the cavitation erosion database 

and analyzed data from stainless steel, defining erosion 

resistance as a reciprocal erosion rate. They found that the 

correlation between erosion resistance and sample 

hardness after erosion testing was better than that of other 

mechanical properties, providing a reliable estimation of 

cavitation erosion resistance in different stainless steels. 

Richman & Mcnaughton, (1990) concluded from 

experiments conducted with a vibration device that there 

is a good correlation between material removal rate and 

cyclic deformation parameters, indicating that fatigue 

damage is a predominant process in cavitation erosion. 

The dominant feature in cavitation erosion resistance is the 

fatigue strength coefficient σf', which forms the greatest 

difference between materials. Zhang et al., (2022) 

developed a numerical estimation approach for cavitation 

erosion and extracted various hydrodynamic cavitation 

mechanisms. They simulated large eddies to estimate the 

cavitation erosion region energetically, providing a 

foundation for future studies on cavitation erosion 

mechanisms. Garcia & Hammitt, (1966) compiled a 

comprehensive dataset of cavitation damage in a vibration 

facility using water, mercury, lithium, and lead-bismuth 

alloys as test fluids and covering various temperature 

coatings from room temperature to 1500 degrees 

Fahrenheit. They derived a simple and relatively accurate 

equation to predict derived damage, showing that ultimate 

flexibility is largely the most effective material property 

for predicting cavitation damage. Karimi & Martin, (2013) 

evaluated erosion and material reaction regarding the 

stress field generated by cavitation collapse and 

subsequent physical and chemical processes aiding 

erosion damages. This work describes experimental 

methods for assessing erosion damage, followed by 

presenting erosion damage results from various laboratory 

apparatuses. Momma & Lichtarowicz, (1995) used 

polyvinylidene fluoride (PVDF) piezoelectric polymer to 

measure and count pressure pulses generated by cavitation 

in a cavitation jet device. The mass loss of aluminum 

specimens in the test correlated with pressure pulse data. 

Steller et al., (2015) compared experimental cavitation 

erosion data across a group of materials obtained from 15 

different laboratories. Among the equipment used for 

these experiments, the most significant differences in 

terms of mass loss or penetration depth can be observed in 

cavitation tunnels and rotating disk facilities. 

Various methods have been proposed and developed 

so far for detecting cavitation erosion. Four common types 

of methods used for detecting cavitation erosion are: A) 

Colorimetric test methods. These methods dye the parts 

relevant to the target sample and estimate cavitation 

erosion by observing color removal. Although a few 

studies have been conducted using this method 

(Ghahramani et al., 2020; Ju & Choi, 2022; Jahangir et al., 

2021), cavitation erosion is directly detected with this 

method, yielding very accurate results. However, due to 

issues in selecting suitable colors and the time-consuming 

nature, online detection is complex and challenging. B) 

Acoustic noise measurement methods for cavitation. 

These methods use audible sound (Čudina & Prezelj, 

2008; Čudina, 2003), cavitation noise (Bajic, 2002; Varga 

et al., 1969; Ge et al., 2016), and other sources as indirect 

detection methods for cavitation erosion. However, the 

correlation between cavitation and cavitation erosion is 

complex, as they do not always have a positive 

relationship, making it difficult to use these methods for 

accurately estimating the status of cavitation erosion. C) 

Vibration test methods. These methods (Varga et al., 

1969; François, 2012; Hattori et al., 1998) are also indirect 

detection methods that estimate the condition of cavitation 

erosion by examining the vibration status of fluid-related 

machinery. However, the components forming the 

vibration signals are very complex and Separating the 

vibration component related to cavitation erosion from the 

collected vibration signals is very challenging. D) 

Acoustic Emission (AE) is a phenomenon involving the 
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release of transient stress waves. One of its applications is 

detecting certain types of failures, such as plastic 

deformation, cracking, and similar events, in a localized 

area of the material. AE has been considered a primary 

candidate for non-destructive testing (NDT) of material 

flaws or structural damages for many years and has found 

wide applications in these fields (Elforjani & Mba, 2009; 

Jirarungsatian & Prateepasen, 2010). He & Shen, (2022)  

proposed a direct detection method for cavitation erosion 

using AE techniques. Based on the material damage 

mechanism in the cavitation erosion process, assumptions 

regarding the AE characteristics of cavitation erosion are 

proposed and qualitatively confirmed by experiments. The 

method used in this experiment is a specific approach that 

can combine the first and second methods (although 

piezoelectric sensors have rarely been used in the second 

method until now). In fact, color is used to quickly identify 

the cavitation erosion threshold, while piezoelectric 

sensors are employed to record signals. The signals 

recorded from the start of the experiment to the cavitation 

erosion threshold can be useful in evaluating the proper 

arrangement of piezoelectric sensors and in researching 

the relationship between acoustic waves generated by 

cavitation and the surface erosion threshold. 

 Lush & Angell, (1984) investigated the correlation 

between the cavitation erosion rate of 99% pure aluminum 

and the acoustic pressure level of cavitation noise. 

Logarithmic regression analysis of the cavitation erosion 

rate at the sound pressure level expressed in decibels 

indicates a significant correlation for each configuration, 

independent of fluid velocity and cavitation number, 

although there is a very large probable error. De & 

Hammitt, (1982) examined the correlation between 

cavitation noise and damage, its source, and variance with 

flow parameters. Cavitation pressure pulses were 

monitored by measuring peak pulse amplitudes in a 

cavitation venturi. The derived acoustic power from the 

pulse height spectrum (PHS) varies with the nth power of 

the venturi throat velocity, where 6.8 < n < 10.5. It has also 

been acknowledged that for more accurate prediction of 

cavitation erosion extent, more PHS measurements are 

needed to obtain precise information regarding the 

amplitude and frequency characteristics of pressure pulses 

under different flow conditions. 

In this research, a converging-diverging channel was 

designed and fabricated to achieve high velocity in the test 

section. Additionally, a semi-cylindrical body was 

installed as the optimal bluff body to induce cavitation in 

the test section. The most efficient and fastest method 

identified for accelerating the cavitation process involves 

using a specific color on the sample plate. After 

conducting various experiments, it was determined that 

the use of a Film Applicator is suitable for creating 

uniform color and thin thickness, contrary to the claim by 

Jahangir et al., 2021, injecting ink with a syringe creates a 

thickness close to 1 mm. In this study, for the first time, an 

optimal arrangement of piezoelectric sensors was used to 

record signals generated by the cavitation process using 

CFD analysis, and the comparison of signals recorded by 

piezoelectric sensors and the erosion created on the sample 

plate demonstrates the correct functioning of the 

piezoelectric sensors. 

2. EXPERIMENTAL SETUP 

 In this experiment, using the cavitation-induced 

acoustics strategy, erosion can be detected by observing 

the generated acoustic pattern, without the need for several 

days of testing. To create suitable conditions for 

conducting the experiment and inducing cavitation, a 

converging-diverging nozzle is used at the measurement 

section. 

Initially, the pressure needs to be reduced below the 

vapor pressure of water to create conditions for bubble 

formation. Subsequently, by increasing the pressure and 

collapsing the bubbles, erosion can be induced in the 

specimen placed in the test section. In this experiment, a 

special ink was used to apply color onto the sample plate. 

Various methods were employed, including injecting ink 

with a syringe and spraying ink using different spray 

methods, for cavitation erosion testing, but these were not 

successful. Spraying ink with different spray methods 

increases the adhesion of the ink to the sample plate, while 

using a syringe results in thicker layers of ink, which 

complicate the detection of cavitation erosion. The best 

method for achieving uniform color with minimal 

thickness on the sample plate, to prevent excessive 

adhesion of the ink, is using a Film Applicator. This 

component is marked with four dimensions: 30, 60, 90, 

and 120 micrometers. The face with the required 

dimension is placed on the sample plate. Subsequently, the 

special ink is poured into the designated area, and then 

drawn uniformly from top to bottom across the sample 

plate. In Fig. 1, the use of this device to achieve an ink 

thickness of 30 μm is demonstrated. Another method was 

also employed to measure ink thickness. A portion of the 

sample plate was prepared using cold mounting, and the 

thickness of the ink was checked using an optical 

microscope, as shown in Fig. 2. 

The schematic diagram of the designed equipment for 

use in the measurement section of cavitation tunnel K23 is 

shown in Fig. 3. According to the explanations provided 

in the introduction and the studies conducted by (Escaler 

et al., 2001; Escaler et al., 2003; Ghahramani et al., 2020), 

the use of a semi-cylindrical cylinder is the most suitable 

geometry for generating repeatable cavities on the 

specimen in a short period of time. This geometry can 

effectively  accelerate the erosion process. 

Based on this premise, in this experiment, a semi-

cylindrical cylinder has also been used to enhance the 

erosion process. At the inlet of the flow onto the specimen 

plate, a semi-cylindrical bluff body is used. The bluff body 

increases and channels the erosion caused by cavitation on 

the specimen plate compared to cases without a bluff 

body. Consequently, when a bluff body is present, less 

force is required in the system to induce erosion. Initially, 

it is necessary to determine the minimum inlet velocity to 

the test section required for cavitation to form. 

Additionally, the distance downstream from the bluff body 

where cavitation can form should be identified.  
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(a) (b) 

Fig. 1 (a) Film Applicator (b) Application of color onto the sample plate using a Film Applicator 

  

  
(a) (b) 

Fig. 2 (a) Measurement of ink thickness on the sample plate (prepared using the Cold mounting method) 

using the JENUS optical microscope (b) Ink thickness of 0.338 mm reported by the microscope 

 

 

Fig. 3 (a) Side view schematic of the designed equipment for use in the test section of cavitation tunnel K23 

(b) Top view schematic of the designed equipment for use in the test section of cavitation tunnel K23 

(a) 

(b) 
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(a) (b) 

Fig. 4 (a) Schematic of the designed equipment for installation in the measurement section (b) Installation of 

the designed channel in the test section of the cavitation tunnel 

 

Computational Fluid Dynamics (CFD) analysis is used to 

address these questions, to specify the size of the specimen 

plate after the bluff body, and to define the arrangement of 

the piezoelectric sensors. 

2.1 Hydrodynamic Analysis of the Measurement 

Section Using Computational Fluid Dynamics (CFD) 

Based on the explanations provided in the 

introduction, a painted sample plate placed downstream of 

a bluff body is used to investigate the relationship between 

acoustic information resulting from cavitation stored by 

piezoelectric devices and the eroded sample plate. 

However, what should be the dimensions of the sample 

plate? How should the piezoelectric sensors be arranged? 

And what should be the minimum inlet water velocity into 

the test section to induce cavitation? Flow simulation has 

been conducted to answer these questions. This simulation 

was performed using the Star CCM+ software at inlet 

velocities ranging from 2.5 m/s to 3.5 m/s into the test 

section. 

Among the important equations governing fluid 

dynamics that are widely used in solving fluid problems, 

we can mention the continuity equation and the Navier-

Stokes equations, which are presented as Eq. (1) and Eq. 

(2). 

(1) ( )i

i

ρ
+ ρu =0

t x

 

 
 

 (2) 

 

In the equations above, 𝑥 ،𝑢 ،𝜇 ، 𝜌 and p represent, 

respectively, position, velocity, viscosity, density, and 

pressure. The subscripts 𝑖 and 𝑗 count the three axes x, y, 

and z. The term ( )i j-ρu u   in Eq. (2) is known as Reynolds 

stress and can be computed using turbulence models 

(Nadery et al., 2021). In this problem, the Schnerr-Sauer 

model is employed, which represents the changes in 

density due to bubble formation and cavitation by using a 

mixture density approach. This approach takes into 

account the volume fraction of vapor as well as the 

densities of both the liquid and vapor phases. This model 

captures the significant variations in density that occur as 

bubbles form, grow, and collapse during cavitation. 

In Fig. 3 and Fig. 4, the geometry of the designed 

equipment in SolidWorks for simulating the problem is 

depicted. In this simulation, all surfaces except for the inlet 

and outlet are considered as walls.  

According to document K23 Manual (Tunnel, 2001), 

the maximum inlet velocity into the test section is 3.6 m/s. 

Therefore, inlet velocities ranging from 2 m/s to 3.5 m/s 

have been considered for the test section. The boundary 

condition at the outlet is set to pressure, and its value 

corresponds to the operational pressure conditions of the 

flow, which, based on preliminary tests, are close to 

atmospheric pressure (Relative pressure = 0 atm). 

Considering the no-slip condition on the tunnel geometries 

and the bluff body, wall boundary conditions have been 

applied to these geometries. Table 1 reports the physical 

models used for the accurate simulation of this problem, 

as well as the values for the initial conditions. 

Furthermore, it should be noted that among the three 

models of Full Rayleigh–Plesset, Schnerr-Sauer, and 

Homogeneous Relaxation provided by Star CCM+ 

software for cavitation modeling, the Schnerr-Sauer 

model has been used to model the cavitation phenomenon. 

According to the software guide, the Homogeneous 

Relaxation model is primarily used for detecting the vapor 

phase (cavitation) during instantaneous boiling caused by 

sudden pressure changes (Siemens Digital Industries 

Software, 2021). Additionally, the Schnerr-Sauer model, 

derived primarily from simplifying the Full Rayleigh–

Plesset model, has been extensively utilized by researchers 

for cavitation modeling, offering high accuracy in 

simulating this phenomenon (Sikirica et al., 2019; Lee et 

al., 2021). In this study, domain meshing was performed 

using the commercial software Star CCM+, which is 

capable of creating various types of meshes. The meshing  

( ) ( )

( )

i i j
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Table 1 The selected physics for solving the problem and the initial conditions 

Values used Initial condition parameters Explanations and Reasons Selected Physics 

101000 (pa) Pressure Three-Dimensional Nature of Flow 
Three 

Dimensional 

Intensity + Viscosity 

Ratio 
Turbulence Specification Flow Transient Implicit Unsteady 

0.01 Turbulence Intensity Considering Flow Turbulence Turbulent 

10 Turbulent Viscosity Ratio 

Computational Efficiency - Achieving 

Adequate and Desired Accuracy in 

Cavitation Simulation (Sipilä et al., 

2014; Helal et al., 2018; Sikirica et al., 

2019) 

RANS 

[3.5 m/s (Water), 0 

(Vapor)] 

Inlet velocity to the test 

section 

Superiority of this Turbulence Model 

Compared to Other RANS Models 

(Sikirica et al., 2019) 

Realisable K 

Epsilon Two 

Layer 

[1.0 (Water),  0.0 

(Vapor)] 
Volume Fraction 

Better Convergence - Desired 

Accuracy - Increased Computational 

Speed 

Segregated Flow 

Model 

997.56 Kg/m^3 Density of Water 

Using Wall Functions to Improve 

Simulation Accuracy. y+ size= 1.3, 

Mesh Base Size= 0.01 m, Relative 

Minimum Size= 0.0025 m, Minimum 

Proximity=0.05, Number of Prism 

Layers= 10, Absolute Size of Prism 

Layers = 0.001 m, Volumetric 

Controls: 1- Very Close Proximity to 

the Bluff Body: Absolute Size= 4.0E-4 

m 2- Region Near the Bluff Body: 

Absolute Size= 0.001 m 

Two-Layer All y+ 

Wall Treatment 

0.595 Kg/m^3 Density of Vapor 
Considering the Multiphase Nature of 

the Problem 
Multiphase 

  

Interaction of Phases in the Problem 

and Cavitation Modeling 

VOF-VOF-Phase Interaction Model: 

Definition of the primary phase 

(water) and secondary phase (vapor) in 

this model (Dunlop, 2015; Siemens 

Digital Industries Software, 2021) , 

Schnerr-Sauer Model: This model 

disregards effects that are not essential 

for practical applications, making it 

more suitable for practical use  

(Brennen, 1995; Siemens Digital 

Industries Software, 2021) 

Multiphase 

Interaction 

  
Due to the Influence of Gravity on the 

Flow 
Gravity 

 

utilized three models: Surface Remesher, Trimmed 

Mesher, and Prism Layer Mesher. A representation of the 

generated mesh is depicted in Fig. 5. To investigate mesh 

independence, a point downstream of the bluff body, 

located in a region with potential for vapor volume 

fraction formation, was selected. The position of this point 

is shown in Fig. 6. By varying the mesh size across six 

stages, the pressure at this point was analyzed. As 

illustrated in Fig. 7, a mesh consisting of 8 million cells 

was selected for the simulation, as increasing the number 

of cells beyond this value did not result in any significant 

change in the pressure at the selected point. 

To validate the results obtained from simulating gravity-

driven flow in the measurement cross-section, a numerical 

simulation of the flow in two chambers connected to each 

other by a channel has been performed. This simulation was 

compared with the results from the tutorial Star CCM+ 

(Siemens Digital Industries Software, 2021). In this 

problem, as shown in Fig. 8, the left chamber is initially 

filled with water, which flows through the channel into the 

right chamber. All boundaries are solid walls, except for the 

upper horizontal surface on the left side, where a constant 

static pressure (atmospheric) is applied. 

Under the influence of gravity, water flows into the 

right chamber. Simultaneously, water also flows through 

the upper left boundary to maintain the fluid surface level. 

The pressure in the right chamber increases due to  

the compression of air. After some time, all fluid elements  
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Fig. 5 Mesh created at the intersection of flat surfaces with a semi-cylindrical shape 

 

 
 

Fig. 6 Location of a point downstream of the bluff 

body for the mesh independence study 
Fig. 7 Mesh Independence Study 

 

 

Fig. 8 Two chambers connected to each other via 

a channel 

 

reach a state of rest and hydrostatic equilibrium. This 

problem involves multiphase flow (two phases of water 

and air) and turbulent water flow, utilizing the K-Epsilon 

turbulence model. Gravity acts in the -y direction. The 

simulation time considered is 5 seconds, and in Fig. 9, the 

water volume fraction is presented for numerical analysis 

at 5 seconds. For comparison purposes, the water volume 

fraction at 5 seconds from the tutorial is also shown in Fig. 

9, indicating good agreement with the numerical analysis. 

Additionally, the pressure generated based on the 

numerical analysis (Fig. 10 (a)) and the solution provided 

in the tutorial (Fig. 10 (b)) have been compared, 

demonstrating strong alignment between them.  

3.  RESULT 

3.1 The Result of CFD and the Optimal Placement of 

the Piezoelectric Sensor 

As mentioned, simulations were conducted at inlet 

velocities of 2 m/s, 2.5 m/s, 3 m/s, and 3.5 m/s. Based on 

the simulation results, the minimum inlet velocity at the 

test section required to induce cavitation is 2.5 m/s. In Fig. 

11, the vapor volume fraction created at velocities of 2 m/s 

and 2.5 m/s is shown at 1 second, where the vapor volume 

fraction is not observed at 2 m/s. 

The maximum inlet velocity at the test section is 3.5 

m/s, which demonstrates an effective vapor volume 

fraction over a length of 10 cm at this velocity, as shown  

Fig. 12. 

Therefore, a sample plate of 12 cm in length is 

considered, where 2 cm at the end is designated for 

attaching the plate to the channel body with a screw. 

However, it is not feasible to connect the piezoelectric 

sensor to the sample plate for recording acoustic cavitation 

data. Attaching the piezoelectric sensor to the plate   
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(b ) (a)  

Fig. 9 (a): Volume fraction of water by numerical analysis at 5 seconds; (b) Volume fraction of water by the 

solution performed in the tutorial at 5 

 

 
 

(b) (a)  

Fig. 10 (a): Pressure generated by numerical analysis at 5 seconds; (b) Pressure generated by the solution 

performed in the tutorial at 5 seconds 

 

  

(a) (b) 

Fig. 11 (a) Top view of the vapor volume fraction created at 2 m/s at 1 second; (b) Top view of the vapor 

volume fraction created at 2.5 m/s at 1 second 

 

occupies surface area on the sample plate, which results in 

inaccuracies in calculating the surface erosion area and 

complicates channel sealing. Because after each test, the 

sample plate is detached for reinjecting color and 

calculating the eroded surface area from the channel, the 

sealing of the section where the piezo wires exit the 

channel is compromised. If the piezo is connected 

underneath the sample plate to the channel, the acoustic 

cavitation signal is not properly transferred to the 

piezoelectric sensor. This is because the sample plate is 

attached to the channel using double-sided adhesive and 

screws, and the pressure generated due to bubble collapse  
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Fig. 12 Top view of the vapor volume fraction created at a velocity of 3.5 m/s at 1 second 

 

 

Fig. 13 The residual of the CFD equations solved at an inlet velocity of 3.5 m/s 

 

is weakened as it passes through the adhesive and sample 

plate, before reaching the piezoelectric sensor (Mardin et 

al., 2023). Therefore, in this scenario, the best solution for 

connecting the piezoelectric sensor is to install it in a 

location where the flow pattern and cavitation formation 

are similar to those behind the main bluff body. 

Furthermore, according to Fig. 12, three piezoelectric 

sensors with a diameter of 27 mm each should be used to 

cover the cavitation region. The creation of the vapor 

phase is time-dependent, and the numerical analysis 

conducted is transient. The interval of volume fraction 

oscillations in vapor creation remains constant after a 

specific amount of numerical solution, which can be 

confirmed based on the residual solution of the vapor 

volume fraction equation. For example, in Fig. 13 residual 

values from the numerical solution can be observed at an 

inlet velocity of 3.5 m/s, computed at 1 second. In this 

instance, after 0.3 seconds, the residual value of the vapor 

volume fraction equation stabilizes between 1e-5 and 1e-

6. This issue has been investigated across all velocities, 

and it was ultimately determined that after 0.5 seconds, the 

oscillation range of the vapor volume fraction stabilizes. 

Therefore, a reliable solution time of 1 second has been 

considered. 

It should be noted that in this problem, three 

piezoelectrics are not aligned along a single axis, because 

inevitable surface irregularities due to the connection and 

waterproofing of the piezoelectric sensors may alter the 

flow pattern after each of them. Furthermore, according to 

the conducted CFD analysis, the potential for cavitation 

inception occurs up to 10 cm after the bluff body, and 

placing three piezoelectric sensors without spacing is not 

feasible. For this reason, three additional Bluff Bodies are 

used, which are placed at a distance from the main Bluff 

Body. However, to determine their placement, CFD 

analysis must be used to ensure that the region of pressure 

changes created behind the Bluff Body does not interfere 

with one another. 

Based on CFD analysis, it has been determined that if 

the distance between the bluff bodies is 95 mm, the region 

of pressure and velocity changes behind them does not  
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Fig. 14 Top view of the velocity at an inlet velocity of 

3.5 m/s after 1 second 

 

 
Fig. 15 Top view of the vapor volume fraction created 

at a velocity of 3.5 m/s within 1 second 

 

interfere with each other at all velocities. For example, the 

velocity contour is shown in Fig. 14. Also, according to 

Fig. 15, the volume fraction of vapor created after the bluff 

body is similar to each other. 

The volume fraction of vapor created after the bluff 

body, as shown in Fig. 12 is 10 cm in length and 4 cm in 

width. Based on CFD analysis, the arrangement of 

piezoelectric sensors should cover 10 cm longitudinally 

and 4 cm transversely after the bluff body. The schematic 

layout of the arrangement of piezoelectric sensors and 

bluff bodies according to CFD analysis is shown in Fig. 

16. In Fig. 17, the volume fraction of vapor generated after 

the bluff bodies is shown along the x-axis and in the xy 

plane. Fig. 18 displays the volume fraction of vapor in the 

yz plane, 11 cm from the bluff body. As shown, the vapor 

volume in this region is diminished and can be considered 

negligible. Fig. 19 illustrates the volume fraction of vapor 

in the yz plane passing through the centers of the 

piezoelectrics, while Fig. 19 (d) presents these planes 

simultaneously. The piezoelectrics are labeled according 

to their distance from the bluff bodies as Piezoelectric 1 

(closest distance), Piezoelectric 2, and Piezoelectric 3.  In 

Figures 15 to 17, which are shown in the yz plane, it is 

observed that the volume fraction of vapor after the four 

bluff bodies is similar across the figures. The volume  

 
Fig. 16 The schematic of the piezoelectric placement 

based on CFD analysis 

 

 
Fig. 17 Volume fraction of vapor generated after 

bluff bodies along the x-axis , at a velocity of 3.5 m/s 

and after 1 second 

 

 
Fig. 18 Volume fraction of vapor generated in the 

yz plane at a distance of 11 cm from the bluff body, at 

a velocity of 3.5 m/s and after 1 second 

 

fraction of vapor in the planes passing through sensors 1 

and 2 is quite similar but larger compared to the plane 

passing through sensor 3. Furthermore, the practical 

arrangement of piezoelectric sensors and the sample plate 

on the channel based on the CFD analysis is depicted in 

Fig. 20. Fig. 21 shows the dimensions of the sample plate, 

as well as the distances between the piezoelectric 

components and the bluff bodies.. The distances between 

the bluff bodies are configured so that their wake patterns 

do not interfere with each other. The arrangement of the 

piezoelectric components is designed to cover the 

effective vapor volume (10 cm) on the sample plate. 

Cavitation signals have been recorded using the 

GL820 data logger (Fig. 22). The data sampling rate is 100  
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(a) (b) 

 

 
(c) (d) 

Fig. 19 Volume fraction of vapor generated in the yz plane passing through the center of the piezoelectric 

sensors, at a velocity of 3.5 m/s and after 1 second: (a) Plane passing through piezoelectric 1; (b) Plane passing 

through piezoelectric 2; (c) Plane passing through piezoelectric 3; (d) Planes passing through the piezoelectric 

sensors simultaneously 

 

 

Fig. 20 Arrangement of piezoelectric sensors and sample plate on the channel based on CFD analysis 

 

 

Fig. 21 Top view schematic of the layout of piezoelectric sensors in the designed equipment for deployment 

in the test section of cavitation tunnel K23 
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Fig. 22 Connection of piezoelectric sensors and 

earth wire to the GL820 data logger 
 

ms or 0.1 Hz. The voltage variation range does not exceed 

±1 volt.  

3.2 Comparison of the Worn Surface Area and the 

Recorded Signals from the Piezoelectric Sensors 

The experiment was conducted at input velocities of 

2.5 m/s, 3 m/s, and 3.5 m/s, with test durations of 40 

minutes, 50 minutes, 60 minutes, and 70 minutes for each 

velocity. Based on Fig. 21 and Fig. 25, the sample plate is 

divided into three sections: A1, A2, and A3. A total of 36 

series of signals were obtained. After each experiment, the 

sample plate is removed from the channel, and an image 

is captured to examine the level of erosion. To enhance the 

clarity of the observed erosion in each image, a specific 

level of illumination (300 lux, due to the medium-light 

conditions of the space) is applied, and its threshold is 

recorded in ImageJ software. ImageJ is a powerful, Java-

based image processing program widely used for scientific 

and medical image analysis. ImageJ offers a range of tools 

for basic and advanced image processing, including 

filtering, thresholding, and quantitative analysis. 

Also, the signals stored from the data logger are 

converted to pressure using  Eq. (3) (COMSOL 

Simulation of the Direct Piezoelectric Effect, n.d.).  

Since piezoelectric signal recording exhibits dynamic 

behavior, converting voltage signals to pressure using 

calibration methods designed for static sensors, such as 

strain gauges or load cells, is not feasible. For example, a 

common calibration method for static sensors involves 

applying known weights to the sensor and deriving the 

relationship between the signal (in volts) and pressure, 

force, or strain. This method is not applicable to 

piezoelectric sensors. Therefore, pressure is determined 

based on relationships derived from the properties and 

type of the piezoelectric material (COMSOL Simulation 

of the Direct Piezoelectric Effect, n.d.). In this study, a 27 

mm diameter piezoelectric disc of the buzzer model is 

used, with its coefficients (𝑑33, 𝜀𝑟, and 𝜀0) extracted from 

the catalog by Shibuya (2001) and incorporated into Eq. 

(3). Below, the definitions of 𝑑33 , 𝜀𝑟  , and 𝜀0  are 

discussed: 

𝑑33: In piezoelectric materials, 𝑑33 is one of the key 

parameters used to describe the material's piezoelectric 

properties. Specifically, 𝑑33  represents the piezoelectric 

charge coefficient in the direction of the applied electric 

field. The value of 𝑑33 is critical for designing devices that 

rely on the piezoelectric effect, as it helps in understanding 

and predicting how the material will behave under 

electrical and mechanical loads. It assists engineers and 

scientists in selecting the right material for specific 

applications by indicating how efficiently a material can 

convert electrical energy into mechanical energy or vice 

versa.  

𝜀0 : 𝜀0  is the permittivity of a vacuum, which 

quantifies the ability of free space to permit electric field 

lines. It serves as a baseline or reference value for the 

dielectric properties of materials. It plays a crucial role in 

understanding how piezoelectric materials behave under 

electric fields. The value of 𝜀0 is approximately 

8.854*10−12 farads per meter (F/m). 

𝜀𝑟  : The relative permittivity,𝜀𝑟 , is a dimensionless 

number that describes how much the material can increase 

the capacitance of a capacitor compared to the capacitance 

of the same capacitor in a vacuum. It essentially measures 

the material’s ability to store electrical energy in the 

presence of an electric field. The absolute permittivity 𝜀 of 

a material is the product of 𝜀𝑟 and 𝜀0 (the permittivity of 

free space). Mathematically: 𝜀 = 𝜀𝑟⋅𝜀0 

(3) 𝑉 =
𝑑33𝐹𝑡

𝜀𝑟𝜀0𝐴
→ 𝑃 =

𝑉𝜀𝑟𝜀0

𝑑33𝑡
 

The piezoelectric used is a disc-shaped ceramic with 

a diameter of 27 mm, and the values related to Eq. (3) are 

given in Table 2. The pressures extracted using Eq. (4) are 

then converted to Sound Pressure Level (SPL) (Mitrović 

et al., 2010). 

(4) 
𝑆𝑃𝐿 = 20𝑙𝑜𝑔10

𝑃𝑟𝑚𝑠

𝑃𝑟𝑒𝑓

 

𝑃𝑟𝑒𝑓 = 20 𝜇𝑃𝑎,  

𝑃𝑟𝑚𝑠 = 𝑟oot mean square of pressure  
 

Out of 36 series of signals extracted from the 

experiments, one series was examined to estimate the 

minimum time required for testing. For example, signals 

related to the test conducted at 2.5 m/s, lasting 40 minutes, 

and in area A1 were analyzed. After performing Fast 

Fourier Transform (FFT) on the mentioned test signals, 

the acoustic power spectrum was calculated and is 

presented in Fig. 23 (a). Based on Fig. 23 (b), there is no 

significant change in the average amplitude or pulse of the 

signal throughout the entire test period. The uniformity of 

both the maximum and minimum signal amplitudes 

indicates that by determining the minimum time required 

to induce erosion in the 3 sections of the sample plate, we 

Table 2 ceramic piezoelectric materials characteristics (Shibuya, 2001)  

P-7 Symbol (Unit) Item 
410 𝑑33 (10−12𝑚/𝑉) Piezoelectric Constant 

2100 𝜀𝑟 Relative Dielectric Constant 
8.854*10−12 𝜀0 (𝐹𝑎𝑟𝑎𝑑/𝑚) Vacuum permittivity 

0.3 t  (mm) Thickness 
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(b) (a) 

Fig. 23 Acoustic power spectrum (b): Acoustic power spectrum in Db 

 

 
Fig. 24 Variations in SPL with time at different velocities 

 

Table 3 Percentage thresholds of eroded surface and SPL in three sections of the sample plate at different 

velocities over a 40-minute duration 

Percentage of eroded 

surface threshold )%( Spl (dB) Type of sensor and its corresponding 

section 
Inlet velocity into 

the channel 
26 121.1 A251 (Sensor 1, A1) 

2.5 m/s 35 125 A252 (Sensor 2, A2) 
12 118.2 A253 (Sensor 3, A3) 
37 125.2 A301 (Sensor 1, A1) 

3 m/s 31 122.3 A302 (Sensor 2, A2) 
13 119 A303 (Sensor 3, A3) 
41 125.8 A351 (Sensor 1, A1) 

3.5 m/s 34 123 A352 (Sensor 2, A2) 
18 120.1 A353 (Sensor 3, A3) 

 

can establish a relationship between SPL and the achieved 

erosion level. This relationship can be used to properly 

assess the correct placement of the piezoelectric device 

and also formulate this relationship mathematically. 

Also, in Fig. 24, changes in SPL with time at different 

velocities are depicted. In this plot, the variations in SPL 

across different sensors show minimal increases with time, 

reaching a maximum of approximately 0.7%. Therefore, 

the minimum time required to reach the erosion threshold 

(which is approximately 40 minutes) is considered. In this 

study, given that a color test is used, the erosion threshold 

is defined as the point at which erosion becomes visible at 

all tested speeds in each of the three sections of the sample 

plate (A1, A2, A3). This visibility allows for the 

evaluation of both the Sound Pressure Level (SPL) and the 

erosion occurring in each section of the sample plate. 

Based on the provided explanation, 40 minutes are 

allocated for assessing the correct placement of the 

piezoelectric sensors. Accordingly, Table 3 presents  

the values of SPL (Sound Pressure Level) and the level of  
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(c) : 3.5 m/s (b) : 3  m/s (a): 2.5 m/s Flow direction 

Fig. 25 The threshold of the erosion level at different input speeds over 40 minutes 

 

Fig. 26 Correlation of SPL and eroded surface during 40 minutes at different speeds 

 

erosion observed at different velocities over the 40-minute 

period. 

In Fig. 25, the threshold of the eroded surface is 

shown at various velocities, each with a 40-minute 

duration, for comparison with SPL. Sensor 1 is located in 

zone A1, Sensor 2 is located in zone A2, and Sensor 3 is 

located in zone A3. 

 Based on Table 3, when both the fluid flow rate and 

sensor position need to be specified simultaneously, the 

notation [A (speed*10) (Sensor Number)] is used. For 

example, if the fluid speed is 3.5 m/s and the sensor 

position is number 2, the notation A352 is applied. SPL 

values for sensors 1, 2, and 3 were measured at flow 

speeds of 2.5 m/s, 3 m/s, and 3.5 m/s, respectively. The 

percentage of the erosion threshold was also measured in 

zones A1, A2, and A3. The SPL values and the erosion 

threshold percentages are shown on the left and right sides 

of the graph in Fig. 26 at 40 minutes. As depicted in Fig. 

26, , changing the sensor position at each speed causes the 

SPL value to either increase or decrease. Concurrently, the 

erosion threshold increases with higher SPL and decreases 

with lower SPL. Although the units of SPL and the erosion 

threshold are different and not directly comparable 

quantitatively, the simultaneous increase and decrease in 

SPL and the percentage of the eroded surface indicate the 

proper arrangement of measurement sensors and validate 

the effective placement of piezoelectrics. This result is 

significant and suggests that further experiments could 

establish a relationship between SPL and the erosion 

threshold. 

4. CONCLUSION 

In this study, for the first time, the correct placement 

and arrangement of piezoelectric sensors for capturing 

cavitation signals using CFD analysis have been 

addressed. A semi-cylindrical bluff body has been utilized 

as the optimal obstacle to enhance cavitation formation in 

the test section of the designed channel. Following various 

experiments in this research, it has been determined that 

using a Film Applicator is the best method for achieving 

uniform color with minimal thickness and without 

excessive adherence to the sample plate. Since the 
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piezoelectric sensors do not come into direct contact with 

the sample plate, they are installed where their flow 

pattern mimics that downstream of the primary bluff body. 

The study focuses on the correct placement and 

arrangement of piezoelectric sensors for capturing 

cavitation signals. Conducted in the K23 cavitation tunnel, 

a converging-diverging channel was designed for this 

purpose, employing a semi-cylindrical bluff body to 

enhance cavitation inception. The piezoelectric sensors 

are positioned based on CFD analysis at three different 

distances from the three bluff bodies. Initially, the 

minimum time required to create wear in three sections of 

the sample plate was determined, establishing the 

relationship between SPL (Sound Pressure Level) and the 

resulting wear surface to investigate the proper placement 

of piezoelectrics. Following experiments at different 

velocities (entry speed into the measurement section), the 

correlation between cavitation-induced erosion and SPL 

generated at each piezoelectric sensor is examined. Point-

by-point monitoring of cavitation-induced erosion and 

SPL illustrates simultaneous increases and decreases, 

validating the correct positioning of the piezoelectric 

sensors. 
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